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1. Introduction
This PCR does editorial cleanup of the TR to progress it to 100% completion.
2. Reason for Change
General cleanup of the TR. For clause 5 and 6 there is no evaluation / conclusion required as the listed topologies and overload scenarios are all possible.
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.843 v1.0.0.

* * * First Change * * * *
[bookmark: _Toc2454966]3	Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.
Clause numbering depends on applicability and should be renumbered accordingly.
* * * Next Change * * * *
3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.

[bookmark: _Toc2454967]* * * Next Change * * * *
[bookmark: _Toc2454968]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

* * * Next Change * * * *
[bookmark: _Toc2454969]3.32	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
Abbreviation format (EW)
<ACRONYM>OCI	<Explanation>Overload Control Information
SCP	Service Communication Proxy

* * * Next Change * * * *
[bookmark: _Toc2454979]5.3.1	NF Service Instances behind a Service Communication Proxy without delegated NF Service discovery
In this deployment model, a NF Service Consumer first discovers the API endpoint (service URI) of the NF Service Producer by querying the NRF. The NF Service Consumer then routes the request to the NF Service Producer through a Service Communication Proxy (SCP, e.g a HTTP forward and reverse proxy). SCPs may be deployed in a distributed manner in which case, a SCP on the side of the NF Service Consumer acts as a HTTP forward proxy while a SCP on the side of the NF Service Producer acts as a HTTP reverse proxy. The SCP routes the request to appropriate instance of the NF Service Producer. This topology is specified in Annex C of 3GPP TR 23.742 [4] as model C. In this deployment model, the "authority" part of the URI used by the NF service consumer to access the NF service producer may be:
-	the FQDN / IP address representing the NF service producer, if the NF service consumer does the NF service producer discovery and selection but is not aware of the number of backend instances behind the SCP in which case the SCP (acting as a HTTP reverse proxy) selects an instance; or 
-	the FQDN / IP address representing the NF service producer instance, if the NF service consumer does NF service producer instance discovery and selection. 
Editor's Note:	The following aspects are not clear from stage 2 at this stage. Characteristics of this deployment topology and the interpretation of overload depends on the resolution of the following questions during the normative work of eSBA. 
1. What is the authority part of the request URI for initial resource creation request? Is it FQDN of NF Service Producer Set or FQDN of NF Service Producer Instance or can it be any of these?
2. What is the authority part of the request URI for subsequent requests to already created resources? Is it FQDN of NF Service Producer Set or FQDN of NF Service Producer Instance or can it be any of these depending on deployment?

* * * Next Change * * * *
[bookmark: _Toc2454980]5.3.2	NF Service Instances behind a Service Communication Proxy with delegated NF Service discovery
In this deployment model, a NF Service Consumer does not discover the API endpoint (service URI) of the NF Service Producer by itself. Instead, the NF Service Consumer routes the request to a SCP and the SCP based on the contents of the request URI and/or HTTP headers performs a NF service discovery either by configuration or optionally by querying the NRF that has been assigned for the set of slices or the slice instance corresponding to NF services involved in the indirect communication. SCPs may be deployed in a distributed manner in which case, a SCP on the side of the NF Service Consumer acts as a HTTP forward proxy while a SCP on the side of the NF Service Producer acts as a HTTP reverse proxy. An SCP in the communication path does the NF service producer instance selection. The SCP(s) then routes the request to a selected instance of the NF Service Producer. This topology is specified in Annex C of 3GPP TR 23.742 [4] as model D. In this deployment model, the "authority" part of the URI used by the NF service consumer to access the NF service producer may be: 
-	for initial requests, the FQDN representing the NF type if a deployment delegates the discovery of NF service producer instance or NF service producer set and corresponding instance within the set to the SCP (see subclause 6.3.1.x of 3GPP TS 24.501 [2]); or
-	for subsequent requests, the FQDN representing the NF service producer set if a deployment delegates NF service provider instance selection within a set to the SCP (i.e. concept of a set is visible to the consumer and the NF service consumer delegates the NF service producer instance selection within the set to the SCP and there is no binding between a NF service consumer and a particular NF service producer instance); or 
-	the FQDN / IP address representing the NF service producer if a deployment delegates NF service producer instance selection to the SCP (i.e. NF service consumer is not aware of the number of backend instances behind the SCP in which case the SCP acting as a HTTP reverse proxy selects an instance, and there is no binding required between a NF service consumer and a particular NF service producer instance).
Editor's Note:	The following aspects are not clear from stage 2 at this stage. Characteristics of this deployment topology and the interpretation of overload depends on the resolution of the following questions during the normative work of eSBA. 
1. What is the authority part of the request URI for initial resource creation request? Is it FQDN SCP itself?
2. What is the authority part of the request URI for subsequent requests to already created resources? Is it FQDN of NF Service Producer Set or FQDN of NF Service Producer Instance or FQDN of the SCP or can it be any of these depending on deployment?

* * * Next Change * * * *
[bookmark: _Toc2454981]5.3.3	Interpretation of Overload
For the indirect interaction topologies specified above, the following points apply for the interpretation of the detected overload condition.
-	For the Release 15 overload detection mechanism, whether the detected overload is associated with the NF service instance or the NF service instance set or the SCP depends on what the authority part of the request URI contains. 
-	Any new overload conveyance mechanism may consider associating the overload with a specific scope (e.gi.e. at NF service instance level or NF service set level).
Editor's Note: The above list need to be updated once clarity on the questions raised in subclauses 5.x.1 and 5.x.2 are reached.

* * * Next Change * * * *
[bookmark: _Toc2454982]5.y	Evaluation and Conclusion

* * * Next Change * * * *
[bookmark: _Toc2454985]6.2	Overload Caused due to UE Initiated Signalling
The following different UE initiated and/or UE induced signalling events can cause overload in the 5GC service based interfaces.
1.	Large number of UEs performing mobility registration procedure. In densely populated areas, mass rapid transport systems transport large number of people from one location to another at high speeds. This will lead to a large number of UEs doing mobility registrations simultaneously after they move from one registration area to another. In the case of 5G this problem can be further aggravated since it is not only the smartphones that get transported along with the humans that travel, but there will be a lot of IoT devices like wearables, V2X UEs and sensors monitoring and transmitting active vehicle diagnostic information that will be generating signalling towards the core network due to rapid mobility.
2.	Large number of UEs generating application signalling that induces signalling at the 3GPP 5GC elements 
-	An example scenario is large number of people watching a live sports event at a stadium and trying to catch the action replay videos, videos of player profiles, use of Augmented Reality (AR) glasses or headsets to get augmented information at real time related to the event and players. These scenarios can create or update or delete QoS flows which can lead to massive signalling in the 5GC service based interfaces.
-	Another example is the application level heartbeat messages from large number of UEs in a region, causing frequent IDLE-CONNECTED state transitions leading to NG-RAN to AMF to SMF to UPF signalling. Though this can be mitigated in 5GC by use of RRC-INACTIVE state, such scenarios may still cause a core network overload if RRC-INACTIVE is not used.
3.	Large number of UEs generating application layer broadcasts which results in signalling flood towards each member of that application layer broadcast domain. For example, when a large number of UEs is part of an Ethernet DN and they run IP above the Ethernet PDU session, ARP or IPv6 Neighbour Discovery can generate huge signalling if ARP proxying / IPv6 ND proxying are not implemented. As per 3GPP TS 23.501 [2], subclause 5.6.10.2
NOTE 4:	Entities on the LAN connected to the 5GS by the UE may have an IP address allocated by the DN but the IP layer is considered as an application layer which is not part of the Ethernet PDU Session.
	and 
Neither a MAC nor an IP address is allocated by the 5GC to the UE for a PDU Session.

	Since IP address allocation to entities on the LAN (including the UE which is part of the LAN) is considered as an application layer functionality, it is possible that 3GPP 5GC NFs like UPF and SMF have no visibility into the MAC address to IP address mapping and hence ARP / IPv6 ND proxying cannot be effectively implemented. In such cases, an ARP / IPv6 Neighbour Solicitation request may result in being broadcasted to every Ethernet entity (including UEs) that are part of the DN. If many UEs are in CM-IDLE state, this will result in N11 signalling for triggering N3 tunnel setup which would further lead to massive paging and subsequent service request leading to N11 communication again. 
3GPP TS 23.501 [2], subclause 5.6.10.2 specifies mechanisms to avoid overloads due to such broadcast / multicast traffic over Ethernet PDU sessions.
Editor's Note:	The overload scenarios related to broadcast or multicast traffic over Ethernet PDU session are FFS.

* * * Next Change * * * *
[bookmark: _Toc2454988]6.y	Evaluation and Conclusion

* * * End of Changes * * * *

