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1. Reason for Change
This pCR provides text for the comparison of candidate protocols. 

2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.892 v1.0.0.


 
* * * First Change * * * *
[bookmark: _Toc2958449][bookmark: _Toc2958419][bookmark: _Toc2958434]7.3	Comparison
This clause will show the comparison of the candidate protocols on each evaluation point.
	Description
	GTP-U

	SRv6 as a replacement of GTP-U


	A. Common aspects
	1) UPF functionalities are controlled by the SMF over the N4 interface (PFCP protocol), i.e. SRv6 network programmability (see subclause 6.2.1.3) is not used in the 3GPP system; 

2) As a result of 1), the UPF shall keep the same states for PFCP associations and PFCP sessions in both solutions;  

3) User plane tunnels are established hop by hop between UPFs, i.e. source based routing of SRv6 is not used beyond the capability to force packets to go through intermediate routers between the 2 UPFs in SRv6 Enhanced Mode.
 

	B. Architectural requirements for User Plane
	All requirements are supported.
	Requirements are supported with following restrictions or comments: 

1)	IPv4 might be considered to support SRv6 over IPv6 over IPv4, but at the expense of extra protocol overhead and operational costs; 
2)	the PDU Session User Plane Protocol over N9 as specified in Annex A of 3GPP TS 29.281 [2] and in 3GPP TS 38.415 [10] is not supported; 
3)	security requirements and tentative 3GPP extensions to existing IETF security requirements for use of SRv6 across SR Domain (e.g. inter-PLMN) needs to be reviewed and assessed by SA3 (see subclause 6.2.2.7).
Editor's Note: how the SRv6 solution supports several architectural requirements is still FFS.

	C. IP connectivity for N9 and network slicing
	Supported using existing transport technologies, including GTP-U over SRv6. 
	SRv6 in Enhanced Mode allows to encode SRH headers to force the data path to go through intermediate SRv6 routers between two UPFs, but the same can be achieved with GTP-U over SRv6. 

Network slicing needs to be supported end to end, including N3 interfaces where SRv6 as a replacement of GTP-U is anyhow not supported.  


	D. System Impacts
	No impacts are identified for GTP-U other than those identified for the optional support of UDP zero checksum for GTP-U over IPv6. 
	Impacts several 3GPP system entities (UPF, SMF, V-SMF, H-SMF, I-SMF, NRF, AMF) and several interfaces (N9, N4, N16, N16a, N38, Nnrf, N27) including roaming interfaces. 

Editor's Note: the complete list of impacts is still FFS until the solution is fully described.  
Potential impacts to charging and lawful interception need to be assessed by SA5 and SA3-LI.

	E. Key additional considerations
	GTP-U enables separation between 3GPP user plane and transport, e.g. when mobile and transport network are different. 

	3GPP User Plane and IP transport are collapsed, with the IP destination address encoding the IP address of the peer UPF, the TEID of the specific user plane tunnel and other 3GPP related information (e.g. QFI, RQI). 


	
	GTP-U runs over existing transport network technologies and supports segment optimized transport options. 

	Runs essentially over IPv6 and SRv6 capable networks. 

	
	Same solution as used in RAN, EPS and Rel-15 5GC. 
	Interworking required with GTP-U supported in RAN, EPS and Rel-15 5GC, causing overhead in UPF. 


	
	The protocol is fully extensible by defining new GTP-U extension headers. 
	Very limited protocol extensibility (limited to the Arguments part of the SID).


	
	Transport remains agnostic of the number of PDU sessions setup in the network (number of 5-tuple flows visible in transport layer is relatively low as PDU sessions are aggregated). 
	Transport is injected with number of PDU sessions leading to flow explosion in transport that can severely impact performance in some of the network segments. 


	
	Protocol overhead: 24 octets 
(GTP-U header + GTP-U Extension header + UDP header)

MPLS Label stack header: 4 octets per MPLS label (if SR-MPLS transport is used). 

SRv6 overhead: see SRv6 solution (if SRv6 transport is used) 

Protocol overhead is not an issue for CN internal interfaces. Besides with MEC, more traffic will flow through PSA close to the RAN (i.e. with no N9 interface). 

	Protocol overhead: 24/40/56 octets for 1/2/3 SIDs respectively. 
(not counting optional objects, if any)

(Generic Routing Extension header + SRH header + 16 octets per SID)






* * * End of Changes * * * *

