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1. Introduction
This PCR adds a solution for avoiding and mitigating overload.
2. Reason for Change
Specify solution for avoiding and mitigating overload.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.843v0.3.0.
* * * First Change * * * *

11.3
Solution #2: Overload Avoidance and Mitigation
This solution addresses keyissue#2. In deployments where NF services are deployed as instances (virtual) behind an API endpoint that terminates the API URI (e.g. SCP instance), the following mechanisms can be used to avoid and mitigate overload situations:
NOTE:
For ease of understanding the entity that terminates the NF Service API endpoint is called a "Reverse Proxy" here onwards.
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Figure 11.3-1:
Overload Avoidance and Mitigation via OAM and Service Instance Scaling

1.
OAM or a monitoring entity can monitor the resource usage (e.g. CPU, memory, link utilization etc.,.) of the NF Service instances.

2.
If the monitored resource usage is nearing a configured threshold, the OAM system can spawn off new instances of the NF service, with the same API endpoint as the rest of the instances (e.g. API endpoint terminating at the Reverse Proxy).

3.
The Reverse Proxy is made aware of the availability of new NF Service instance(s).

4.
The Reverse Proxy routes subsequent new resource creation requests to lightly loaded NF Service instances.
5.
When the overload situation eases, the OAM may shutdown some of the NF Service Instances, if the resource state in those NF Service instances are shared with other NF Service instances through UDSF or if the session contexts can be transferred by R16 eSBA solutions.
6.
In order to avoid signaling overload of the Reverse Proxy itself, the following deployment options may be considered:

-
The Reverse Proxy is deployed with multiple interfaces / IP links all having the same anycast IP address;

-
The Reverse Proxy has a large CPU pool and memory to handle signalling surges, to handle those signalling requests in parallel and to distribute them to backend NF Service instances
7.
If the frequency and the quantum of signalling messages crosses beyond the capacity upto which the Reverse Proxy can handle, scaling of service instances cant help avoid / mitigate the overload. Either Release-15 based Overload control or new overload control mechanisms are required.
* * * End of Changes * * * *
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