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1. Reason for Change

This pCR proposes alignments with the latest IETF drafts on HTTP/3 and QUIC.
2. Proposal

It is proposed to agree the following changes to 3GPP TR 29.893 v0.4.0.

* * * First Change * * * *
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* * * Next Change * * * *

4
Architectural Baseline

3GPP Release 15 Service Based Architecture as specified in 3GPP TS 23.501 [2] and the Technical Realization of the Service Based Architecture as specified in 3GPP TS 29.500 [4] shall be taken as the baseline for studying QUIC's use as a transport protocol for the 5GS Service Based Interfaces.

Editor's Note: The above architectural baseline requirement may need to be updated based on any change in service based architecture due to FS_eSBA study in SA2. 

In particular the following architectural assumptions shall be taken into account:

-
Replacing the transport protocol from TCP to QUIC shall not lead to any change in the semantics of the NF services and shall not lead to any change in API.


-
SEPP shall be used as the security protection and edge proxy even when the NF service consumer in VPLMN and the NF service consumer in HPLMN both use QUIC as the transport.

-
Even if both the NF service consumer and NF service producer support QUIC, the IPX providers and intermediaries on path between the two NF's first hop and the last hop shall not be mandated to support QUIC. In other words, the NF service consumer and the NF service producer shall be able to communicate when using QUIC as transport even in the presence of TCP based IPX or intermediaries on path between the first hop and the last hop.

* * * Next Change * * * *

5.3.1
General

QUIC is a multiplexed and secure transport protocol that runs on top of UDP.  QUIC aims to provide a flexible set of features that allow it to be a general-purpose secure transport for multiple applications. The main parts of QUIC are defined in a set of documents IETF draft-ietf-quic-transport-18 [5], IETF draft-ietf-quic-recovery-18 [8], IETF draft-ietf-quic-tls-18 [6], IETF draft-ietf-quic-invariants-01 [9]. The highly integrated HTTP/3 over QUIC specification IETF draft-ietf-quic-http-18 [7] and HTTP header compression IETF draft-ietf-quic-qpack-06 [10] are developed in parallel with the core protocol. The protocol is developed by the Internet Engineering Task Force (IETF).
* * * Next Change * * * *

5.3.2
Framing and Multiplexing

QUIC endpoints communicate by exchanging QUIC packets in UDP datagrams. QUIC packets may have long or short headers, for packets sent prior or after the completion of version negotiation and establishment of 1-RTT keys respectively. A QUIC packet header contains a Connection ID. Multiple QUIC packets can be coalesced into one UDP datagram.
QUIC has a data frame definition that supports multiple parallel data streams multiplexed on a single QUIC connection. For each stream QUIC now only supports reliable and in-order delivery. However, the QUIC layer is capable of delivering to the higher layer each stream independently, thus it avoids blocking the delivery of any of the other streams when a packet loss contains only part of a stream. Note that to achieve this efficiency the implementation needs to pay attention to pack payload from one stream into a single QUIC packet.

A sender multiplexes one or more frames into a QUIC packet. A sender can wait for a short period of time to bundle multiple frames into the same QUIC packet, e.g. to minimize the computational costs of packets sending. Frames inside a QUIC packet can be of different types.
The HTTP mapping for QUIC IETF draft-ietf-quic-http-18 [7] utilizes this stream concept when realizing the different HTTP/2 (See IETF RFC 7540 [13]) streams. HTTP over QUIC also had to improve the HTTP header compression scheme HPACK (See IETF RFC 7541 [14] into QPACK (See IETF draft-ietf-quic-qpack-01 [10]). With these changes, HTTP can deliver independent requests and responses in the order they are successfully delivered to endpoints, without head of line blocking between HTTP streams which would be the case for HTTP/2 over TCP.

* * * Next Change * * * *

5.3.3
Improved Recovery and Acknowledgement

The QUIC definition of its packet format and acknowledgement frame results in several improvements over TCP. The packet number is transmission-time ordered and strictly increasing. QUIC never retransmits a particular packet, only the lost data frames that need to be retransmitted. QUIC facilitates better way to calculate RTT by encoding the delay between packet reception and transmission of the acknowledgement. The QUIC acknowledgment also supports a very larger number of received and gap ranges.

Compared to TCP, QUIC will not be limited to a three blocks of selective acknowledgement (SACK) when using the timestamp option. The strict packet numbers and explicit acknowledgement removes ambiguity between which packet is lost and which is acknowledged. Avoiding any unnecessary retransmissions of data that have reached the receiver. QUIC also avoids the retransmission uncertainty if the received packet was a delayed or retransmitted. QUIC's RTT samples are more accurate than what TCP can provide due to no ambiguity about which packets are used in measurement as well as the receiver side delay can be taken into account.

The congestion control algorithm of the current QUIC version is based on NewReno (See IETF RFC 6582 [18]), but implementations can use other congestion control algorithms, such as Cubic (see IETF RFC 8312 [x]), and endpoints are allowed to use different algorithms from one another. QUIC provides generic congestion control signals to support different algorithms. QUIC also uses some additional modern loss recovery mechanisms by default, such as F-RTO (See IETF RFC 5682 [16]), and Tail Loss Probing (See IETF draft-dukkipati-tcpm-tcp-loss-probe-01 [17]). These improvements give QUIC a better recovery mechanism.
* * * Next Change * * * *

5.3.4
Encrypted and Integrity Protected Transport details

QUIC uses TLS 1.3 (See IETF draft-ietf-quic-tls-13 [6], IETF draft-ietf-tls-tls13-28 [12]), for key establishment, while QUIC has its own encryption and integrity layer that protects the QUIC packets. Each QUIC packet has a packet header, using a short or a long format with a small number of fields that are unencrypted, but integrity protected. It is primarily the connection ID that is unencrypted and three reserved bits for experimentation in the short header. Even the packet number is encrypted using an independent mechanism from the payload.

The encryption and integrity help provide confidentiality, privacy and source authenticity for the user of QUIC. However, the protection is also intended to prevent any middlebox in the network from interfering with the protocol, nor make assumptions about what the possible values any specific bit in the UDP payload can take. Ossification of the network has prevented a lot of improvements from being applied to TCP as middleboxes would either block or remove such changes.

Compared to TCP, this level of encryption does make certain type of network performance monitoring using middlebox basically impossible. Due to this, the QUIC short header introduces a latency spin bit (See IETF draft-ietf-quic-spin-exp-01 [15]) that is intended to enable middlebox to measure round-trip time between the middlebox and either endpoint of the connection.

* * * Next Change * * * *

5.3.7
Connection ID

QUIC uses two connection IDs, one for the server and one for the client to identify a particular connection for an endpoint. This solution makes the connection not hard bound to a particular 5-tuple (Source and Destination IP, protocol, and source and destination port), instead the connection can be moved between different network interfaces on  client and with some limitations on the server side. The protocol has a feature for migrating connections from using one 5-tuple to another, see subclause 5.3.8.
The connection ID provides certain flexibility in how the implementers realize front-end load-balancers for QUIC.

* * * Next Change * * * *

5.5.2
0-RTT DATA

0-RTT Data has very limited applicability to 3GPP SBI for several reasons. The foremost is the security properties of 0-RTT data. As the 0-RTT data is protected using a Pre-Shared Key (PSK) and not a connection specific established state, the 0-RTT data is possible to replay by an adversary. It is also does not have full forward secrecy, i.e. if the PSK key is later compromised, then this message can be decrypted at that point. 

The possibility for replay has multiple impacts. If the HTTP request in the 0-RTT data was not idempotent then the state of the NF could be changed (so IETF draft-ietf-quic-tls-18 [6] specifies that "0-RTT MUST NOT carry a self-contained trigger for any non-idempotent action"). Secondly, when replaying the order of requests can be changed by an adversary. Thus, changing the effect of them, e.g. moving a delete after a create. If multiple replays are allowed additional attacks are possible, including timing and measurement to attempt to determine other state. Overload concerns are also present both on the server side, as well as using 0-RTT as a method for amplifying the amount of data a spoofed source address attack results in. 
Due to that many 3GPP SBI requests are not idempotent the potential use of 0-RTT data is very limited. By not allowing its use at all several vulnerabilities are avoided, resulting in a safer and less complex systems as no mitigations are needed. 
In any case, given that the considerations on applicability of this feature are essentially related to security, it should be up to SA3 to determine whether it is recommended or not to use this feature in 3GPP networks; also, the recommendation may be dependent on intra vs inter -PLMN scenarios. 
* * * Next Change * * * *

6
HTTP/3 Over QUIC

6.1
Introduction

This clause will contain description about the mapping and usage of HTTP/3 over QUIC including some of the not so well understood/documented aspects.

* * * Next Change * * * *

6.2
HTTP/3 Over QUIC Proxies
6.2.1
General
HTTP clients can be configured to route their outgoing HTTP requests via a HTTP proxy. If the NF service consumer (i.e HTTP client) is configured to route its message via a HTTP proxy, the NF service consumer will try to setup a transport connection towards the proxy. If the NF service consumer knows that the proxy supports QUIC based on configuration or other offline means, the transport connection towards the HTTP proxy may use QUIC. Thereafter how the HTTP/3 over QUIC proxy further communicates with the NF service producer for various scenarios are explained in the subclauses below. 
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Figure 6.2.1-1 NF Service Consumer to NF Service Producer Communication with HTTP/3 Over QUIC Proxy on Path

* * * Next Change * * * *

6.3
Considerations for HTTP/3 Over QUIC

6.3.6
Compression (HPACK vs QPACK)

The Header Compression for HTTP/2, HPACK (see IETF RFC 7541 [14]), provides compression of HTTP header fields. Significantly reducing the headers, especially for sequential HTTP/2 request responses to the same server, where repeated and redundant information is efficiently compressed. The use of HPACK in HTTP/2 is one of the more significant performance improvements compared to HTTP 1.0 or 1.1. HPACK was defined based on one important assumption, namely the TCP in-order delivery of the different HTTP/2 frame types across all the streams. Thus, the encoder knows in which order the decoder will receive and process the various frames, and how the decoder state will be updated. HTTP/3 over QUIC does not provide the same deterministic and guaranteed in order delivery mechanism between different HTTP requests. HTTP2/QUIC can avoid this head of line blocking and provide improved performance by delivering to higher layers the HTTP messages in the order they are successfully delivered to the peer. However, if one would use HPACK without modifications, this could result in the decoder blocking or producing the wrong output. Therefore, header Compression for HTTP over QUIC, QPACK (see IETF draft-ietf-quic-qpack-01 [10]), is being defined. 

QPACK is a redesigned version of HPACK that can support out-of-order delivery. It allows flexibility in the encoder to perform trade-offs between compression ratios and likelihood of head of line blocking due to out of order delivery. The changes in QPACK allows for much reduced head of line blocking at similar compression efficiency for a given packet loss rate. It also provides the implementation freedom to select how robust the transaction should be against packet loss. This at the cost of requiring HTTP/3 servers to implement the new QPACK mechanism, even if some reuse of the HPACK implementation is possible.
* * * Next Change * * * *

8.2.2
Using Alt-Svc Header

The current QUIC working group draft on HTTP over QUIC (See IETF draft-ietf-quic-http-18 [7]) defines a discovery method of QUIC support using Alt-Svc HTTP response header defined in IETF RFC 7838 [20]. In this case the NF as HTTP server can notify the NF as HTTP client about the support of QUIC protocol with a HTTP response header with any HTTP response. An example of such response will look like below:

HTTP/1.1 200 OK

Content-Type: text/html

Alt-Svc: h3=":50443";quic="1,1abadaba" 

Here, the "h3" is the ALPN token identifies HTTP/QUIC and "quic" is a new parameter defined to advertise the versions supported by the NF. The syntax of Alt-Svc is defined in IETF RFC 7838 [20] and the "quic" parameter for Alt-Svc header is defined in HTTP over QUIC IETF draft (See IETF draft-ietf-quic-http-18 [7]).
* * * Next Change * * * *

8.4.1
Deployment Topologies to Introduce NF Services with QUIC Support

As identified in subclause 6.2, HTTP/3 message traversal over QUIC for http scheme APIs when a HTTP proxy is involved on path is not yet clearly addressed in IETF. Similarly for https scheme APIs, the use of HTTP CONNECT from the HTTP client to the HTTP proxy, creates a TCP connection from the HTTP proxy to the NF service acting as HTTP server resulting in an end to end TLS connection from the HTTP client to the HTTP server. In this case also the presence of HTTP proxy on path implies that an NF service acting as server cannot use QUIC for https scheme APIs, until alternate mechanisms as discussed in IETF in IETF draft-pardue-httpbis-http-network-tunnelling-00 [21] reach some maturity.

Considering this the following are the deployment topologies where NF services with QUIC support can be introduced into a network without causing any issues in working towards a HTTP client.

-
Intra PLMN NF service communication without any HTTP proxy as intermediaries.
-
QUIC between HTTP client and HTTP proxy while TCP is used between HTTP proxy and the HTTP server (see Option#3, subclause 6.2.2.1 and subclause 6.2.2.3).

Editor's Note:
The benefit of using QUIC with HTTP proxy and TCP on the other side is FFS.
For inter PLMN HTTP/3 messaging, SEPP is involved and the transport connection will have to terminate at SEPP. Hence an NF service consumer at VPLMN need to only consider the transport capabilities of SEPP and not the transport capabilities of the NF service producer in HPLMN. Irrespective of whether the NF service producer in HPLMN supports TCP or QUIC, as long as the NF service consumer in the VPLMN understands the API version of the NF service producer, it uses the transport protocol that it supports towards the SEPP in VPLMN.

* * * Next Change * * * *

9.2
HTTP Proxy Traversal

As described in subclause 6.2, IETF has not yet clearly specified how HTTP/3 over QUIC works when there are proxies on path. The current drafts only define the use of HTTP CONNECT method from the client to the proxy and TCP thereafter. Hence at least until a solution for the use of hop by hop QUIC when HTTP proxies are involved is well specified in IETF, QUIC cannot be used in deployments where HTTP proxies are acting as intermediaries between NF services. 

Editor's Note: Other impacts are FFS. 

Editor's Note: Whether a specific action be sent to IETF is FFS.
* * * End of Changes * * * *
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