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1. Reason for Change
This document describes a key issue of N9 IP connectivity that is not aware Network Instance. Network Instance was originally introduced to deal with address space duplication in IPv4 networking. L3 or L2 VPNs are widely adopted in operators as the solution for that issue. Now 5GS has added a new semantics of 5GC slice to Network Instance. Slicing solutions in transport networks is out of scope of 3GPP, and one-to-one mapping between 5GC and transport slice can’t be assumed. While that, how 5GC slice indicates corresponding transport slice beyond VPNs should be a key issue. 
For that reason, it is obvious that there’s a need to indicate transport slice as a set of required transport resources. Thereby the study can assume it and what information is needed and what information can be included by the candidate user plane protocol need to be study aspect.
2. Proposal

It is proposed to agree the following changes to 3GPP TR 29.892.
* * * First Change * * * *

5.2
Key Issues for User Plane Protocol
This clause will identify key issues which the candidate protocols can solve, or could be improved.
5.2.1
IP Connectivity for N9 and Network Slicing

The N9 interface requires IP connectivity between UPFs. IP networking issues may affect the user plane of 3GPP system. The data path between UPFs may consist of various links and IP routing nodes so that multiple paths may be available for the N9 interface. The bandwidth, latency and reliability of those paths may differ. Just information, but user plane transport means IP network of GTP-U underlay layer. But underneath of that, there are another layer, optical transport for example. Transport level marking based on QFI doesn’t work to utilize those multiple paths. It just works queue scheduler priority and drop probability in the transport network. L2/L3 VPN works for logical separation for address and IP routing policy. But it doesn’t work to utilize those multiple paths as well.
The 5GC supports the concept of network slicing. The Network Instance ID supported over N4 enables to provide information to the UPF about the network slice of the PDU session (see subclause 5.6.12 of 3GPP TS 23.501, which indicates that the Network Instance ID can be selected based on the S-NSSAI of the PDU session). The UPFs need to have information on the transport network slice to allow the user plane packet of PDU sessions of 5GC network slices to be sent via appropriate transport networks. There is no one to one mapping between 5GC slices and transport network slices, i.e. several 5GC slices may use the same transport network slice, and vice versa. However current transport networks provide just a L2 or L3-VPN to the corresponding 5GC Network Instance.
NOTE:
How network slicing is supported in transport networks is out of scope of 3GPP.

It is proposed to study the following aspects: 

-
what information needs to be passed about the network slice or the required QoS for the data path in the user plane packets.
-
what information can be included in the packet of candidate user plane protocol within the remit of 3GPP 5GC.
* * * End of Changes * * * *

