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1. Introduction
Various deployment topologies for the deployment of NF services need to be identified in order to analyze the load / overload control mechanisms against the deployment scenarios.
2. Reason for Change
1. Identify the following deployment scenarios
2. This does not preclude more deployment scenarios to be identified in future.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.843 v0.1.0.
* * * First Change * * * *
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* * * Next Change * * * *

5
Service Based Architecture Deployment Topologies 

5.1
Introduction
This clause identifies the various deployment models possible with Release 15 service based architecture. These deployment models are used to evaluate the various load and overload control mechanisms.

Editor's Note:
The deployment models applicable based on Release 16 FS_eSBA are FFS.
5.2
Direct Interaction Models without Intermediaries
5.2.1
Direct NF to NF Interaction
In this topology, each NF and correspondingly the NF services interact directly with its peer NF and the NF services. The following are the key characteristics of this topology:

-
TCP connection is directly between the interacting NF services.
-
For https scheme URIs, the TLS connection is direct between the interacting NF services.
-
Detection of overload of the peer NF/NF service can be done based on the direct interaction with the peer.
-
Any new overload conveyance mechanism need not be concerned about the issues related to presence of intermediaries (i.e proxies).
5.2.2
NF Services as Distributed Collection
In this topology, an NF / NF service instance can provide an API URI root which is used by the NF service consumers for initiating the creation of resources. The initial HTTP/2 messages from the NF service consumers for the creation of resources are handled by an origin server that is authoritative for this API URI, while the resource is created at a backend processing instance of the NF service instance. The authority part of the API may be changed due to this and the exact resource URI is returned in the Location header of the resource creation response. Subsequent interactions with the resource happen towards the resource URI returned in the Location header. This is illustrated in figure 5.3-1.
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Figure 5.3-1: NF Services as Distributed Collection
This topology is specified in release 15 in 3GPP TS 29.501 [y1] and is currently used by the SMF services as specified in 3GPP TS 29.502 [y2]. The following are the key characteristics of this topology:
-
HTTP/2 connection for the initial create request terminates at the initial origin server that handles the resource create requests.

-
HTTP/2 connection for the subsequent interaction (e.g update resource methods) with the created resource terminates at the origin server where the resource was created.

-
The authority part of the resource URI is changed during resource creation, and hence the initial create request and subsequent requests are handled by two different origin servers.
5.2.3
Interpretation of Overload
For the direct interaction topologies specified above, the following points apply for the interpretation of the detected overload condition.

-
For the Release 15 overload detection mechanism, whether the detected overload is associated with the NF service instance or with the origin server is upto HTTP/2 client implementations. 
-
If the HTTP/2 client implementations associate the overload with an origin server, then for the model specified in subclause 5.2.2, overload detection will happen independently for the initial origin server that handles resource create requests and the origin servers where the resources are actually created.
-
Any new overload conveyance mechanism may consider associating the overload with a NF service instance instead of per origin server, if required.
* * * End of Changes * * * *
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