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1. Introduction
The NRF provides the “target discovery” functionality, which in principle is similar to DNS and ENUM system as used in EPC, IMS, etc. For a large scale network deployment, the “target discovery” system may apply a hierarchical architecture as shown in figure-1 and figure-2.
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Figure-1: DNS and ENUM in recursion mode
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Figure-2: DNS and ENUM in iteration mode
In large scale 5GC network, multiple sets of NFs may be deployed and each set of NFs serves a particular region in the network as shown in Figure-3.
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Figure-3: Regioned 5GC deployment
In the above example, different UDMs serve different number range, e.g.:
-
UDM#1 serves SUPI rangea1,rangeb1,rangec1,….

-
UDM#2 serves SUPI rangea2,rangeb2,rangec2,….

-
UDM#3 serves SUPI rangea3,rangeb3,rangec3,….

For NF discovery in this deployment, following possible solutions can be found:

Solution-1: Centralized NRF

To deploy a centralized NRF serving the whole network, NFs within all the regions register to that NRF and rely on that NRF to discovery NFs. However this solution has some drawbacks:
1)
hot spot issue: every NF discovery procedure goes to the centralized NRF

2)
huge data maintained: all the number ranges information stored in the centralized NRF
Solution-2: Plane full mashed NRFs
To deploy a NRF for each region, NFs within a particular region register to the NRF which belongs to the same region. During NF discovery, NFs query the NRF within the same region. If that NRF cannot fulfil the requirement (i.e. the target NF belongs to a different region), the NRF “forwards” the query to the NRF which belongs to the same region as the target NF. This solution addresses the hot spot issue but still has the following drawback: 
1)
It requires all the NRFs be aware of all the mapping between the number ranges and the regions, thus the network maintenance complexity increases, since the network reconfiguration in one region, e.g. adding a new number range, will require a corresponding reconfiguration in all the NRFs.
Solution-3: Hierarchical NRFs
The concept of this solution is similar to the hierarchical architecture which has been applied for DNS and ENUM system. Each region has a NRF serving NFs within that region, and on top of the regional NRFs there is a central NRF which maintains the number range and region information of the other NRFs. If one regional NRF receives NF discovery request which will end up in a different region, it relies on the central NRF to find out the responsible NRF. This solution also has two alternatives as shown in Figure-4 and Figure-5.
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Figure-4: Hierarchical NRFs in recursion mode
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Figure-5: Hierarchical NRFs in iteration mode
There are two means by which the central NRF can get aware of the number range and region information of the other NRFs:
1)
by static configuration on the central NRF

2)
the regional NRFs register to the central NRF
2. Proposal
Solution-3 does not have the hot spot issue and is of less configuration complexity comparing with solution-1&2, therefore it is proposed to adopt solution-3.
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