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Attachments:


1. Overall Description:

CT4 reviewed the IETF draft-hmm-dmm-5g-uplane-analysis-00 based on the input discussion paper submitted to CT4 in C4-185292. CT4 would like to provide the following initial feedback on the same.

.
	Sl.No
	Section and Text From IETF draft-hmm-dmm-5g-uplane-analysis-00
	Comment

	1
	Section 3.1 Figure 1 and Figure 2
	This representation is not accurate. From 3GPP point of view the inner IPv4/IPv6 together with its upper layer data is called the PDU. See figure 8.3.1-1 of TS 23.501.

	2
	Section 3.1 
[GTP-U-4]:  UDP zero checksum is not available in case of IPv6 transport.
	CT4 thanks IETF DMM for highlighting the availability of a later RFC 8200. While it is true that introducing support for UDP zero checksum with IPv6 underlying transport in later release of 3GPP may need to consider interoperability issues, CT4 would like to highlight that solutions for handling such issues can be identified by 3GPP CT4 (E.g Negotiation of UPF feature capabilities via control plane)

	3
	Section 3.1

[GTP-U-5]:  GTP-U does not support to response ICMP PTB for Path MTU Discovery.

"Unnecessary fragmentation should be avoided" is recommended and to avoid the fragmentation operator should configure MTU size at UE [TS.29.281-3GPP].  However, there's no reference and specification of Path MTU Discovery for IPv6 transport. If encapsulated IPv6 packet is too big on a network link between tunnel endpoint nodes, UE may not receive ICMPv6 Packet Too Big message and causes Path MTU Discovery black hole.


	Clause 4.2.2 of 3GPP TS 29.281 states

Recommendations on how to set the default inner MTU size at the PDN GW and UE/MS to avoid IP fragmentation of both inner IP packets (in the PDN GW or UE/MS) and outer IP packets in the backbone are specified in clause 9.3 of 3GPP TS 23.060 [4].
And clause 9.3 of 3GPP TS 23.060 states

The PDP PDUs shall be routed and transferred between the MS and the GGSN or P‑GW as N‑PDUs. In order to avoid IP layer fragmentation between the MS and the GGSN or P-GW, the link MTU size in the MS should be set to the value provided by the network as a part of the IP configuration. The link MTU size for IPv4 is sent to the MS by including it in the PCO (see TS 24.008 [13]). The link MTU size for IPv6 is sent to the MS by including it in the IPv6 Router Advertisement message (see RFC 4861 [98]).
The path MTU between RAN and the P-GW or UPF is discovered by offline means and the operator takes into account the MTU that is transferrable on the radio interface and based on this the operator configures the right MTU to be used. This is then signalled to the UE either via PCO (for IPv4 case) or the IPv6 RA message (for IPv6 case). Hence for the uplink transfer the UE is aware of the path MTU (at least the recommended PMTU for 3GPP link). 
See also Annex C of 3GPP TS 23.060 where link MTU considerations when GTPU tunnelling over IPv6 is done is explained..

	3.5
	[GTP-U-6]: Supports sequence number option and sequence number flag
in the header, but it is not recommended to be used by

most GTP-U entities.


	In 3GPP, the in sequence delivery is required only during handover procedure. The in sequence delivery is used by the RAN entities only, to ensure to transmit packets in the correct order when forwarding packets from the source to the target. For other scenarios, the in sequence delivery is not needed as applicable protocol (as payload of GTP-U, e.g. TCP) address that. 


	4
	Section 3.2

[GTP-U-8]:  GTP-U supports DSCP marking based on the QFI.

DSCP marking on outer IPv4 or IPv6 shall be set by sender tunnel endpoint node based on the QFI. This specification is described in section 4.4.1 of [TS.29.281-3GPP]. However in [TS.29.281-3GPP] "DSCP marking based on QCI" is specified but "DSCP marking based on QFI" has not been noted.  To support QFI of 5G QoS framework, it seems to need to update [TS.29.281-3GPP].


	CT4 thanks IETF DMM for this observation. CT4 has taken note of it and intends to update the specification accordingly. Also this is a system level feature and not a protocol level feature. This has been specified by SA2 but CT4 has not yet aligned the protocol change.

	5
	Section 3.2

[GTP-U-9]:  GTP-U does not specify extension header order.


	CT4 would like IETF DMM to kindly refer the following NOTE under Figure 5.2.1-3 of 3GPP TS 29.281

NOTE 4: 
For a G-PDU with several Extension Headers, the PDU Session Container should be the first Extension Header.

Since the PDU Session Container has information that is essential for faster processing and forwarding of the data (e.g QFI), it is recommended to be included as the first extension header.

	5.5
	[GTP-U-10]: Does not support an indication of next-header type.
	Since GTP-U is a tunnelling protocol and the entire payload of GTP-U is treated as a PDU to be transferred by the RAN to the UE (for downlink direction) or to be routed from PDU Session Anchor UPF to the DN (for uplink direction), there is no need for identifying the type of payload. 

	6
	Section 4.2
ARCH-Req-5:  No limitation for number of UPFs in a data path

Putting multiple UPFs, which provides specific function, in a data path enables flexible function deployment to make sure load distribution optimizations, etc.
	While it is true that 3GPP does not constrain the number of UPFs in a data path, CT4 would like to highlight to IETF DMM the following aspects
1. There are no stage 2 or stage 1 requirements to host service functions between the RAN and the Anchor UPF. Local service functions are hosted in a local DN and packets to the local DN are routed by a Uplink Classifier UPF / Branching Point UPF. See clause 6.5 of 3GPP TS 22.261 for stage 1 requirements and clause 5.6.4.2 and 5.6.4.3 of 3GPP TS 23.501.
2. Since there are no requirements to host service functions in on path UPFs, at the moment the main purpose of UPFs on path is to classify and route.

	7
	Section 5.2

Supporting MP2P data path by GTP-U could be a gap in terms of single PDU session multi-homing, since GTP-U is a point-to-point tunneling protocol as it is described in Section 3.
	CT4 would like to highlight IETF DMM that the number of N3 FTEIDs created at the RAN and the N9 FTEIDs created at the BP UPF for IPv6 multi-homing case is still 1 per PDU session only. So it is not clear why this is a gap.

	8
	Section 5.6

As similar with QoS flow lookup described in Section 5.5, UPFs along the path are repeatedly detecting an specified traffic flow in inner PDU.  It could increase redundant flow detection load on every UPFs that could be avoided if the upstream UPF put some identifier which abstracts the detected flow into the packets. It enables following UPFs just find the ID to detect the indicated flow from the packet.
	CT4 would like to highlight that there is no requirement in 3GPP to do repeated inner packet based classification in every UPF along the packet path of a PDU session. PDU based classification happens at PSA UPF. Intermediate UPFs operate based on TEIDs and they are required to only forward the packets. Classification and service functions in intermediate UPFs are not yet a requirement in 3GPP.


	9
	Section 5.7

That's just one way for network slicing, but it helps to reduce the operational burden while there's no 3GPP specification for slice lifecycle managements, such as create, update, and delete operations for slices.
	CT4 would like to point out the following 3GPP specifications that specify slice lifecycle management
a. 3GPP TS 28.530 - Management and orchestration of networks and network slicing; Concepts, use cases and requirements

b. 3GPP TS 28.531 - Management and orchestration of networks and network slicing; Provisioning; Stage 1

c. 3GPP TS 28.532 - Management and orchestration of networks and network slicing; Provisioning; Stage 2 and stage 3

d. 3GPP TS 28.533 - Management and orchestration of networks and network slicing; Management and orchestration architecture


Other comments / questions:
	Sl.No
	Section and Text From IETF draft-hmm-dmm-5g-uplane-analysis-00
	Comment / Question

	1
	Section 2 - description of PDU
PDU:  Protocol Data Unit of end-to-end user protocol packet. Noted that the PDU in 3GPP includes IP header in case that PDU session type is IPv4 or IPv6.  In contrast, in IETF it is supposed that PDU is the payload of IP packet so that it doesn't include IP/TCP/UDP header in end-to-end.


	This difference is because 3GPP views user plane between the RAN and the Core Network anchor gateway, as the transport for forwarding UE's protocol data units. From the RAN to Core Network Perspective, the 3GPP network simply forwards whatever user plane protocol data that the UE sends by encapsulating it into a GTPU tunnel. It should be also noted that IPv4/IPv6 are not the only PDU types that 3PGP support. There is also the case of Ethernet and Unstructured PDU type.

	2
	Section 5.3:

The expected evaluation points from this aspect should be that the candidate protocols are able to dynamically adjust path MTU size with appropriate MTU size discovery mechanism. It also should be that how the candidate protocols leverage IPv6 to deal with header size increasing.
	CT4 kindly requests IETF DMM to clarify the scenarios where dynamic adjustment of path MTU size for a PDU session already established and active is required.

CT4 would also like to highlight to IETF DMM that PDU session modification procedure on the control plane allows the network to provide updated PCO to the UE (and hence updated IPv4 Link MTU). For IPv6 case Router Advertisement messages can be sent on the link to advertise change in MTU as specified in IETF RFC 4861.


CT4 intends to do further analysis and provide any additional feedback, if any, in future.

2. Actions:

To SA3 group.

ACTION: 
CT4 kindly requests IETF DMM to take the above initial feedback into consideration. CT4 kindly requests IETF DMM to clarify the scenarios where dynamic adjustment of path MTU size for a PDU session already established and active is required.
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