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1. Introduction
SBI message priority was introduced during CT4#84 in Kunming. It was agreed that the message priority would be transported between the client and the server in a custom HTTP header. The exact range and default values were left for further study.
2. Reason for Change
This pCR closes the editor's notes related to the SBI message priority.
It is proposed to align the SBI message priority values to the 5G QOS ARP one. The range of the 5G QOS ARP priority level is 1 to 15 with 1 as the highest level of priority.
It is also proposed to assign 15 as the default priority.

In addition server behavior in 6.8.6
HTTP/2 server behaviour when setting the response message priority is aligned with clause 6.8.2
Message level priority.
3. Proposal

It is proposed to agree the following changes to 3GPP TS 29.500 v1.1.0.
* * * First Change * * * *

6.4.1
General

Service Based Interfaces, use HTTP/2 over TCP for communication between the NF Services. TCP provides transport level congestion control mechanisms as specified in IETF RFC 5681 [16], which can be used for congestion control between two TCP endpoints (i.e., hop by hop). HTTP/2 also provides flow control mechanisms as specified in IETF RFC 7540 [7] (see also clause 6.4.X).

In addition to TCP and HTTP/2 congestion control mechanisms, end to end Overload control shall be supported per NF service / API according to the below defined principles.
An NF Service Producer may mitigate a potential overload status by sending the NF Service Consumer the following HTTP status codes as a response to requests received during, or close to reaching, an overload situation:

-
503 Service Unavailable;

-
429 Too Many Requests; or

-
307 Temporary Redirect 

The first 2 status codes (503 and 429) are intended to inform the NF Service Consumer that the server cannot handle the current received traffic rate, so it shall abate the traffic sent to the NF Service Producer by throttling part of this traffic locally at the NF Service Consumer, or diverting it to an alternative destination (another NF Service Producer where an alternative resource exists) that is not overloaded. If possible, traffic diversion shall always be preferred to throttling; the result of the throttling is a permanent rejection of the transaction.

If the client needs to abate a certain part of the available traffic, it shall do it based on the determined priority of each message.

The last status code (307) is intended to inform the NF Service Consumer about the availability of other endpoints where the service offered by the NF Service Producer is available, so the NF Service Consumer does not need to discard traffic locally.

* * * Next Change * * * *

6.4.X
HTTP/2 flow control mechanisms
6.4.X.1
General
HTTP/2 provides explicit control mechanisms as specified in section 6.5.2 of IETF RFC 7540 [7] which may be used to constraint dynamically a connection between two HTTP/2 endpoints. They rely on the exchange of SETTINGS frames. Like TCP flow control, HTTP/2 controls applies hop-by-hop.
6.4.X.2
Maximum concurrent request control

An overloaded NF Service Producer acting as a server may prevent the NF Service Consumer acting as a client to send new requests by sending a SETTINGS frame which indicates a maximum concurrent stream number of zero in SETTINGS_MAX_CONCURRENT_STREAMS.
6.4.X.3
HTTP/2 window size control

An overloaded NF Service Producer may force dynamically a NF Service Consumer to stop emitting application data by sending a SETTINGS frame which indicates a low SETTINGS_INITIAL_WINDOW_SIZE. The sender will stop sending data until its flow-control window becomes positive again.
* * * End of Changes * * * *

