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1. Introduction
Based on discussion in CT4#82, CT4#83 and C4-183037, it has been agreed to specify the overload control mechanism for service based interfaces based on the following principles.
1. Define principles of overload control via feedback mechanism.

2. How to feedback the information to be kept separate from principles
2. Reason for Change
This PCR provides normative description of the overload control principles. Irrespective of how the OCI information is conveyed the overload control principles are the same.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.500v1.0.0.
* * * First Change * * * *
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6.4
Overload Control
6.4.1
General

Service Based Interfaces, use HTTP/2 over TCP for communication between the NF Services. TCP provides transport level congestion control mechanisms as specified in IETF RFC 5681 [x], which can be used for congestion control between two TCP endpoints (i.e hop by hop). Additionally HTTP/2 also provides flow control mechanisms as specified in IETF RFC 7540 [7]. The overload control mechanism(s) described in this clause provide the following additional protections from overload:

-
API level conveyance of overload so that the API consumer (i.e NF Service Consumer) applies overload abatement procedures based on the conveyed overload control information. This provides an end to end overload control mechanism between an NF Service Consumer and the NF Service Producer.
-
Message prioritization.

6.4.2
Overload Control Mechanism
Overload situations on an API (i.e NF Service) happens when the number of incoming requests exceeds the maximum request throughput supported by the receiving API (NF Service Producer), for e.g. when the internal available resources of the NF Service Producer, such as processing power or memory, are not sufficient to serve the number of incoming requests. When and how an NF Service identifies that it is overloaded is implementation specific,

When an NF Service reaches an overload situation, the NF Service shall convey the Overload Control Information as specified in subclause 6.4.3.2. Based on the Overload Control Information received, the receiver NF Service instance shall apply the Overload Abatement Solutions specified in subclause 6.4.4. 
6.4.3
Overload Control Information

6.4.3.1
General Description
The Overload Control Information (OCI) conveyed by an NF Service, provides the percentage of signalling to be reduced by the NF Service consumer instance, towards the NF service that is overloaded. The OCI information shall include an OCI Sequence Number and an OCI Period of Validity.
Editor's Note: Whether scope of overload control information needs to be associated with anything other than API (for e.g host level, domain level) is FFS.

Editor's Note: Whether overload control information of remote peer needs to be also signalled, for e.g V-SMF signalling to AMF, the OCI information of H-SMF and vice versa, is FFS.
6.4.3.2
Conveyance of Overload Control Information
Editor’s Note: How to convey OCI is FFS.
6.4.3.3
Parameters in Overload Control Information
The following subclauses provide a detailed description of the parameters that constitute the Overload Control Information.
6.4.3.3.1
Overload Control Sequence Number
The HTTP/2 protocol supports stream multiplexing and stream prioritization. Due to stream multiplexing and stream prioritization, when a HTTP/2 intermediate (e.g proxies) reorders the streams over the TCP connection based on stream priority, the overload control information received by an NF Service instance at a given time may be less recent than the overload control information already received from the same NF Service. The Overload Control Sequence Number aids in sequencing the overload control information received from an overloaded NF Service. The Overload Control Sequence Number contains a value that indicates the sequence number associated with the Overload Control Information IE. This sequence number shall be used to differentiate between two Overload Control Informations generated at two different instants, by the same NF Service.
The NF Service generating the OCI information shall increment the Overload Control Sequence Number whenever modifying some information in the Overload Control Information, or when the timer corresponding to the Period of Validity (see 6.4.3.3.2) is to be restarted.

This parameter shall be used by the receiver of the Overload Control Information to properly collate out-of-order OCI, e.g. due to HTTP/2 stream multiplexing, prioritization and flow control. If the newly received overload control information has the same Overload Control Sequence Number as the previously received overload control information from the same NF Service, then the receiver may simply discard the newly received overload control information whilst continuing to apply the overload abatement procedures, as per the previous value.

NOTE 1:
The timer corresponding to the Period of Validity (see 6.4.3.3.2) is not restarted if the newly received overload control information has the same Overload Control Sequence Number as the previously received overload control information. If the overload condition persists and the overloaded NF Service needs to extend the duration during which the overload information applies, the sender needs to provide a new overload control information with an incremented Overload Control Sequence Number (even if the parameters within the overload control information have not changed).
If the receiving NF Service instance already received and cached the Overload Control Information, which is still valid, from the overloaded NF Service, the receiving NF Service instance shall discard the Overload Control Information and cache the new Overload Control Information, only if the Overload-Sequence-Number of the new Overload Control Information is larger than the value of the Overload Control Sequence Number associated with the existing cached information. 
6.4.3.2.2
Overload Control Period of Validity
The Period of Validity indicates the length of time during which the overload condition specified by the OCI is to be considered as valid (unless overridden by subsequent new Overload Control Information).

An overload condition shall be considered as valid from the time the OCI is received until the Period of Validity expires or until another OCI with a new set of information (identified using the Overload Control Sequence Number) is received from the same NF Service (at which point the newly received overload control information shall prevail). The timer corresponding to the Period of Validity shall be restarted each time an OCI with a new set of information (identified using the Overload Control Sequence Number) is received. When this timer expires, the last received Overload Control Information shall be considered outdated and obsolete, i.e. any associated overload condition shall be considered to have ceased.
The Period of Validity parameter achieves the following:

- 
it avoids the need for the overloaded NF Service to convey the Overload Control Information frequently to its NF Service peers when the overload state does not change; thus it minimizes the processing required at the overloaded NF Service and its peers upon sending/receiving HTTP/2 signalling;

-
it allows to reset the overload condition after some time in the NF Service peers having received an overload indication from the overloaded NF Service, e.g. if no signalling traffic takes place between these NF Services for some time due to overload mitigation actions. This also removes the need for the overloaded NF Service to remember the list of NF Services to which it has sent a non-null overload reduction percentage and to which it would subsequently need to convey when the overload condition ceases, if the Period of Validity parameter was not defined.
6.4.3.2.3
Overload Control Reduction Percentage
The Overload Reduction Percentage shall have a value in the range of 0 to 100 (inclusive) which indicates the percentage of traffic reduction the sender of the overload control information requests the receiver to apply. An Overload Reduction Metric of "0" always indicates that the NF Service is not in overload (that is, no overload abatement procedures need to be applied).
Considering the processing requirement of the receiver of the Overload Control Information, e.g. to perform overload control based on the updated Overload Reduction Metric, the sender should refrain from advertising every small variation, e.g. with the granularity of 1 or 2, in the Overload Reduction Percentage which does not result in useful improvement for mitigating the overload situation. During the typical operating condition of the sender, a larger variation in the Overload Reduction Percentage, e.g. 5 or more units, should be considered as reasonable enough for advertising a new Overload Reduction Percentage Information and thus justifying the processing requirement (to handle the new information) of the receiver.

The computation of the exact value for this parameter is left as an implementation choice at the sending NF Service.

The conveyance of the Overload Control Information signals that an overload situation is occurring, unless the Overload Reduction Percentage is set to 0, which signals that the overload condition has ceased. 
6.4.3.3
Frequency of Conveyance
How often or when the sender conveys the Overload Control Information is implementation specific. The sender shall ensure that new/updated Overload Control Information is conveyed to the target receivers with an acceptable delay, such that the purpose of the information, (i.e. the effective overload control protection) is achieved. The following are some of the potential approaches the sender may implement for conveying the OCI:

· the sender may convey the OCI towards a receiver only when the new/changed value has not already been conveyed to the given receiver;

· the sender may convey the OCI periodically;
· the sender may convey OCI towards a receiver to restart the Period of Validity timer. 
The sender may also implement a combination of one or more of the above approaches.

6.4.4
Overload Abatement Solutions

6.4.4.1
API Invocation Throttling
As part of the overload mitigation, a NF Service instance shall reduce the total number of API invocations, which would have been sent otherwise, towards the overloaded peer NF Service based on the information received within the Overload Control Information. This shall be achieved by discarding a fraction of the API invocations in proportion to the overload level of the target peer. This is called API invocation throttling. 

API invocation throttling shall be applied to:

-
 HTTP PUT, POST, PATCH and GET request messages for APIs that follow request / response semantics;

-
HTTP POST request messages for APIs that follow notification semantics. 

A NF Service shall support and use the "Loss" algorithm as specified in this clause, for API invocation throttling.
Editor's Note: Whether HTTP DELETE needs to be throttled is FFS.
6.4.4.1.1
Loss Algorithm
An overloaded NF Service shall ask its peers to reduce the number of API invocations they would ordinarily send by conveying the Overload Control Information including the requested traffic reduction, as a percentage, within the "Overload Reduction Percentage" parameter, as specified in subclause 6.4.3.3.3.

The recipients of the "Overload Reduction Percentage" shall reduce the number of API invocation requests sent by that percentage, either by redirecting them to an alternate destination if possible (e.g. the HTTP POST requests for Nsmf_PDUSession_CreateSMContext service operation can be sent to alternate SMF), or by failing the request and treating it as if it was rejected by the destination NF Service. 

For example, if a sender requests another peer to reduce the traffic it is sending by 10%, then that peer shall throttle 10% of the traffic that would have otherwise been sent to this NF Service.

6.4.4.2
Message Prioritization 
Editor's Note: What forms of message prioritization to be applied is FFS. 5GC supports stateless NFs. So whether message prioritization based on ongoing procedures need to be supported, considering the current state of the system procedure, requires further study.
Editor's Note: Self-protection mechanisms for the overloaded NF service instances need further study.
* * * End of Changes * * * *

