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1. Background
The problem of stream ID exhaustion of HTTP/2 is well known, and there was relevant contribution in Gothenburg meeting (C4-181363). The observations on this issue are briefly recapped below:
1)
Each HTTP request-response fully consumes a single stream.
2)
It is not possible to exchange multiple request-responses on a single long open stream.
3)
Stream ID once used and closed cannot be reused.

4)
The stream IDs of one TCP connection will be exhausted in a short period of time (days)
5)
The stream IDs shall be available at any given point of time (the mechanism is FFS).
2. Discussion

2.1 Number of connections b/w NFs

It was also mentioned in Gothenburg how many TCP connections will be maintained b/w a pair of NFs, and this will impact the solution for stream ID exhaustion. 

Single TCP connection will decrease robustness of the system. The endpoint may encounter connection error at any time and then terminate the connection. When this happens, a new TCP connection needs to be established, during the establishment of the new TCP connection, messages b/w the endpoints are delayed or dropped.
It is proposed to maintain multiple TCP connections between each pair of endpoints. The mechanism of maintaining multiple connections is FFS.
2.2 Timing for create new TCP connection
It was proposed to monitor the number of used stream IDs in a TCP connection, if the number exceeds a pre-configured threshold the endpoint will create a new TCP connection, with such a mechanism there is enough time for the endpoints to setup a new connection before the old one is exhausted. However, with multiple TCP connections b/w a pair of endpoints, it is unnecessary to setup new connection in advance, as long as the multiple TCP connections are not exhausted at the same time or in a really short period of time. Based on that, a new TCP connection can be established upon exhaustion of an old one.
2.3 Whether a standard mechanism needs to be defined

Though the service base architecture facilitates operator/3rd party specific services to be deployed flexibly, operators still requires significant reliability and interoperability of the NFs. Leaving the mechanism as implementation specific will lead to:

-
interoperability issue, for instance one endpoint requires multiple connections while the remote endpoint may forbid multiple connections. Inconsistent connection maintaining mechanisms may also lead to interoperability issue.

-
unpredictable result upon abnormal cases. 
3. Proposal
CT3/CT4 to take above information into account, then define mechanism(s) to address this issue.
