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1. Introduction
SA2 sent LS S2-179402 to CT4 on how to handle N16 communication failure during PDU session establishment for Home Routed Roaming scenario in S2-178393:
During PDU session establishment in home routed roaming case, the V-SMF responds to the AMF with a Nsmf_PDUSession_CreateSMContext response in step 3b. The V-SMF subsequently attempts to contact the H-SMF only in step 6. It is possible that H-SMF is temporarily not reachable or the H-SMF is not responding due to overload. 

In such a scenario, the following options were discussed to handle the PDU session establishment

Option#1: V-SMF assumes that PDU session establishment fails and provides the Nsmf_PDUSession_SMContextStatusNotify to AMF to indicate failure to setup PDU session. 
Option#2: Typically on the roaming interface, the V-SMF will not have a point to point link towards the H-SMF. The TCP connection from the V-SMF will terminate on a HTTP proxy at the VPLMN network edge. Failure to reach the H-SMF temporarily could mean that there is some failure of some HTTP proxies on the path between V-SMF and H-SMF. So, the V-SMF can try to reach the same H-SMF via a different path.
Option#3: Provide a mechanism for V-SMF to also try alternate H-SMF via the same or different intermediate proxies. In this case, a mechanism for AMF to provide a list of H-SMF addresses, if available, to the V-SMF needs to be specified, so that V-SMF can try alternate H-SMF if it fails to reach the first H-SMF.
SA2 could not decide whether option#2 itself is sufficient or option#3 is also needed as an additional mechanism to handle such failure scenarios. SA2 would like CT4’s opinion on the above options and whether there are any additional mechanisms possible at the protocol level to mitigate such issues.

This paper trying to provide some analysis on the above options and propose preferences.
2. Discussion
3GPP TS 23.501 v15.0.0 defines the Home Routed Roaming architecture in SBA using Security Edge Protection Proxies (SEPPs) between two PLNMs, which are non-transparent proxies serving both security and topology hiding purposes. See figure 4.2.4-3 from 3GPP TS 25.501.
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In such an architecture, we assume a group of SEPPs act as proxy for egress traffic; for ingress traffic, they act as reverse proxy. i.e. for vNF to access hNF, vSEPP is proxy and hSEPP is reverse proxy. 

To make a NF instance accessible from external, an access URI needs to be placed on SEPP and maps to the NF instance internally. i.e. one specific external {apiRoot} (consists SEPP FQDN with a distinguishable path) will be assigned to access the internal {apiRoot} of the target NF instance. All traffic towards the external {apiRoot} will be internally routed to the NF instance. The external {apiRoot} will be used in NRF discovery in roaming scenario.
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For the scenario to be addressed, to ensure availability of H-SMF (or another type of NF) from external, the following aspects should be considered:

1. High Availability (HA) design of NF (This is product design aspect, out of scope in this paper)
2. SEPP Redundancy
3. Multiple NF instances
NOTE: As the Routing Architecture is not defined for SBA based 5GC, the discussion is based on some common practice in internet services.
2.1 SEPP Redundancy
It is common solution that one PLMN should provide two or more SEPPs (e.g. SEPP-1, SEPP-2) on border for external access. Each SEPP instance uses a different IP address. All SEPP instances sharing the same FQDN e.g. "sepp.operator.domain." and all IP addresses are configured in DNS for this FQDN.
A client (in this example, either V-SMF or vSEPP) makes a DNS query and gets the list of all IP address. A client usually tries from the top most address in the list. If failed, it tries subsequent address in the list. The DNS also dynamically change the list order for load-balance consideration. 

This approach is quite commonly used by most big internet players like Google, Netflix, etc.

Conclusion 1: In such an approach, to access the NF in other PLMN, only one external accessible URI is needed with Common SEPP FQDN. Option#3 is NOT necessary from SEPP redundancy perspective.

2.2 Multiple NF instances
In real network, one PLMN will have many NF instances of same NF type. When performing NF discovery with querying condition, all matched NF instances will be returned. E.g. AMF could find a list of SMFs that can serve a UE service request. These matched NFs can also serve redundant purpose.
In non-roaming case, usually the NF Service Consumer directly discovers the NF Service Producer. When multiple instance found, the NF Service Consumer can select one of the instances to consume the service. If failed, it can try another instance or to make a new discovery.

In Roaming case, there are alternatives:
Alternative-1: Separate External URIs (Option#3)
Each NF instance owns separate external URI on SEPP, and client gets all the external URIs for the available NF instances. 
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Like in non-roaming case, the NF service consumer selects one of the NF instance and issue service request towards the explicit external URI of this NF instance. If the first selected NF instance has failed, the consumer selects another one and issue new request to the corresponding external URI.

The only advantage of this approach is that the NF service consumer accurately aware of which NF producer instance is being used.

One drawback is longer message path which leads to long latency of failure detection as well as the new attempt. Another drawback is that in this home routed roaming case, v-SMF needs extra steps to inform AMF which H-SMF is selected and used.
Alternative-2: Common External URI (Option#2)
All NF producer instances maps to a common external URI on SEPP and client get only one URI to access the service.
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When client perform a service request, SEPP select an available NF instance and route the request. This is a common practice for reverse-proxy with load balancing function.
The advantages of this approach include: 

· As SEPP and target NFs are in the same domain, the failure detection is much quicker. Furthermore, acting as a load balancer, SEPP usually performs keep-alive with NF instances and removes unavailable NF instance beforehand, thus no failure detection at all.
· Provide server-side load balancing functionality and simplify client-side implementation.

· Provide even better topology hiding.

In case the NF Service Consumer needs to accurately the in-service NF producer instance, it is possible to add additional information in service response to fulfill the purpose.

Conclusion 2: Considering shorter latency for failover (or no failover needed) and better topology hiding capability, it is recommended use alternative-2 for home routed roaming scenario to be addressed. With such an approach, option#3 is not necessary.
4. Conclusion
This paper suggests answer to SA2 that Option#2 is SUFFICIENT for home routed roaming scenario as described in the LS. Option#3 is NOT necessary.
Reply to SA2 LS please see c4-181041
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