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1. Introduction

<Introduction part (optional)>

2. Reason for Change

This pCR addresses the support of stateless NFs within a virtualized environment. 
SA2 have agreed S2-175305 which introduces some architectural support (stickiness removal) for virtualized deployments of AMFs to address the following use cases:

- Ability to gracefully take an AMF out of service without affecting end user(s) and without requiring all the UE(s) to re-register;

- Ability to handle unplanned AMF outage without affecting end user services and without requiring all the UE(s) to re-register.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.891 version 0.3.0
* * * First Change * * * *

10.4.2
Support of stateless NFs 
10.4.2.1
General
One property of NF instances in a virtualized environment is that NF instances may be instantiated/torn-down dynamically, i.e. for a given NF-type from the same vendor in the same slice, the set of active NF instances may dynamically change. Reasons for changes to the set of active NF instances may be limited to NF instance failure cases and planned maintenance breaks. Such change needs to be made aware to the NRF to allow other NFs to discover the currently active instances.
Another property of NF instances is that they may decide to become stateless, i.e. they store UE-related information as opaque data in the UDSF after UE specific request be processed, so that the NF instances don't have UE -related information until they retrieve the stored state information when needed, e.g. when a new UE specific request is received.
As a consequence of these two properties, during periods of time where no NF instance holds state for the UE, any binding to a virtual NF actually is a binding to the set of active NF instances. Hence it shall be possible to derive from the identity of a given NF instance the identity of the set of active NF instances the given NF instance belongs to. 
Different types of NFs may have different requirements with regard to virtualization and statelessness. Applicability of a given type of NF to virtualization and statelessness is outlined in the following sub-clauses.
10.4.2.2
Stateless AMFs
10.4.2.2.1
Solution 1: Support Stateless AMF by using UDSF
The following figure shows an example flow of AMF Registration to the UDM followed by an Update Notification. 
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Figure 10.4.2-1 Example Flow 
1. Triggered by the UE's initial registration AMF instance x1 creates an AMF-Set-X-specific entry in the UDSF for the UE. Only AMF instances from AMF set X can access and understand this opaque data. 
2. AMF instance x1 registers with the UDM (Update Location). UDM discovery and selection is not shown in the figure. The UDM stores AMF-Set-X-ID + AMF instance x1 + PLMN-ID for later use when the new serving AMF needs to be contacted. Actually the structure of the Globaly Unique AMF ID (GUAMI) which is
<GUAMI>:= <MCC><MNC><AMF Region ID><AMF Set ID>< AMF Pointer>
easily allows to identify the PLMN and Set the instance belongs to. 
3. UDM sends the acknowledgement. AMF instance x1 serves the UE.
4. AMF x1 decides to no longer keep state for the (inactive) UE. This decision may be caused by an upcoming maintenance break or instance tear-down event. AMF x1 therefore updates the UDSF with state information which is AMF-Set-X-specific opaque data. 

5. In this example flow after some time due to the virtualization property, AMF instance x1 is torn down. The NRF is updated accordingly (how this is done is ffs). If the UDM has subscribed to notifications, the NRF notifies the UDM accordingly (not shown in the figure).
6. In this example flow after some time the UDM detects that it needs to contact the UE's serving AMF in order to update subscription data. The UDM therefore queries the NRF to discover all active AMF instances from AMF Set x, especially whether instance x1 is still active. (This query may be skipped if the UDM has a valid cache using the subscription to notification mechanism).
7. NRF returns the addresses of AMF instances x2 and x3 (as x1 is no longer active).

8. UDM selects AMF x2 and sends Update Notification (Insert Subscriber Data). The UDM also replaces the stored AMF instance x1 with the new AMF instance x2.
9. AMF x2 retrieves the AMF-Set-X-specific opaque data from the UDSF. 
10. AMF x2 sends the acknowledgement and serves the update request. 
Note that in this example scenario, where the AMFs are subject to be torn down dynamically, the UDM needs to contact the NRF in step 6 (or alternatively keep a valid cache by means of the subscribe/notify mechanism) in order to detect whether 
a) the stored AMF instance is unavailable for processing UE transactions (caused by an AMF planned removal procedure with UDSF deployed; see 3GPP TS 23.501 [2] clause 5.21.2.2.1) and another AMF from the AMF set needs to be selected to which the following request shall be sent (e.g. step 8 in figure 10.4.2-1), or 
b) the stored AMF instance is available and the following request shall be sent to that AMF instance.
This needs may be hidden from the UDM when proxies on the route between AMF and UDM are used (e.g. in roaming scenarios for topology hiding). In this case the proxy would do the NRF query in order to detect whether the AMF is down and an alternative AMF from the same set must be selected.
As shown in the example flow, one consequence of having stateless AMFs in a virtualized environment is that AMF Registration at the UDM (or in general UE to AMF binding stored in any another NF) has to be done with the AMF's Set-ID + the AMF's instance-ID, where the AMF-Set-ID is used to query the NRF in order to detect whether the AMF-instance is still active, and – if torn down – to detect which alternative AMF instances may be selected instead when the UDM (or in general any other NF) needs to contact the AMF.
10.4.2.3
Stateless UDMs
ffs
10.4.2.4
Principles

All NF instances from the same set support exactly the same functionality, they have thesame NF type, from the same vendor, the same feature support.
Opaque data stored in the UDSF are uniquely identified (within a PLMN) by NF-Set-ID + UE Identity which serves as a key to access the data.

UDSF access may be limited to create/delete/read/update operations; need for subscribe/notify use cases is ffs.

NRF query with NF-Set-ID + PLMN-ID may be used to discover all currently active NF- instances belonging to the NF-Set in the PLMN.
NFs that store a UE's binding to another NF, e.g. SMF stores the AMF ID, while the AMF is stateless. need to detect whether the other NF is a potentially stateless NF within a virtualized environment (i.e. may disappear at any time). If so, these NFs 
use the stored Set-ID to query the NRF to discover whether the stored instance is still active (if not active: discover alternative instances within the set). 
Only one NF instance in the NF set can perform update or delete operation for a UE related information in the UDSF at a time, i.e. the UE related information (e.g. context and state) is then locked by this NF instance and this NF instance shall provide its endpoint address information to allow re-direct; the other NF instance in the NF set can only read this UE related information, and if a UE specific request is received by other NF instance in the same NF set, that NF instance should be able to re-direct the request to the NF instance which has locked the UE related information in the UDSF.

* * * End of Changes * * * *
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