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1. Reason for Change
The protocol for the service-based interfaces should be decided firstly before starting the 5G protocol designing work, some candidate protocols have been given and discussed in the last meeting, such as HTTP and Diameter. This contribution explores the communication mechanism of 5G by utilizing HTTP (with TCP or QUIC as the transport layer), discloses some implicit dependence of protocol selection with ongoing SA2 work on services and procedure design, and is to pave the way to advance an appropriate solution for the NG core.
2. Discussion
2.1 General concept of nested service invocations
In normal cases, e.g. as shown in Figure 1, the NF_A and the NF_B are triggered respectively to initiate a HTTP request to the peer node, two unidirectional TCP connections with two client-server pairs should be established between these two NFs to support the fully bidirectional communication. 
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Figure 1. Bi-directional communication for 5G core
Ideally, different service operation invocations between two NFs are expected to be independent with each other. In some cases, the sequential dependency among these service operation invocations in some procedures may still exist implicitly, such as in Figure 1, according to the logic specified in the corresponding procedure, when receiving Request 1, NF_B may be triggered to invoke another new service provided by NF_A by sending Request 2, that is to say NF_A is expected to receive Response 1 before Request 2. 
2.2 Method of legacy system to correlate messages
In legacy EPC system, this kind of sequential dependency can be achieved by the three-way messages (e.g. bearer resource command/create bearer request/create bearer response messages between MME and S-GW as specified in subclauses 5.4.5 and 5.4.1 by 3GPP TS 23.401 shown in Figure 2), which are transported through the same channel, and the second request message is also a reply to the command message, these three-way messages are correlated by the same sequence number. Under this mechanism, the messages will not be out of sequence. 
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Figure 2. UE requested bearer resource modification

2.3 HTTP representation on nested invocations and potential issues
In the current TS 23.502, the similar three-way messages may still remain, e.g. release PDU session request/PDU session release command/release PDU session confirm messages as specified in subclause 4.3.4.3. Another example is during PDU session establishment procedure (clause 4.3.2.2.1 of TS 23.502), step 3 is a request to CreateSMContext service operation, the response for which is sent by SMF in step 10. But between step 3 and 10, the SMF executes step 5 which is a request service operation towards AMF to send an N1 message to UE for PDU session authorization. 

For traditional approach of Diameter or GTP-C, the communication model and implementation at application layer are entirely controlled by 3GPP CT work groups, and able to satisfy the characteristics of any procedures defined in SA2 and CT WGs if required. 

Once selecting HTTP protocol, the representation of the service operations and procedures shall comply with the communication model specified by HTTP from other SDO, i.e. request-response pair within the client-server model, so the three-way messages shall be decomposed into two separated service operations invocations, in this case, two models of HTTP communication can be used as follows:
Case 1: explicit dependence on service operation invocations
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Figure 3. HTTP communication mechanism 1

A new service operation invocation (request 2 - response 2) towards NF_A is nested between the initial request 1-response 1 pair. NF_A will not expect response 1 until request 2 is received and handled. This is kind of explicit dependence of message sequencing that shall be specified in the description of procedures, in this case, the both sides of the service operation invocations shall have the full picture of the call flow.
Case 2: implicit dependence on service operation invocations
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Figure 4. HTTP communication mechanism 2

In this case, the two service operation invocations in reverse directions are semantically independent. As shown in Figure 4, owing to Request 2 and Response 1 are transmitted through different transport connection, Request 2 may arrived at NF_A prior to the Response 1 due to specific condition of network latency, packet loss or other implementation specific reasons. Under some network conditions, the disordering proportion will be significantly higher than the legacy EPC network. It has to be analysed on a case by case basis, if the Request 2 message shall be handled based on the result of Response 1 in NF_A, the side effect of this message disordering shall not be ignored.

2.4 Proposed solutions and further considerations
Take the above analysis into consideration, two possible solutions are observed to avoid the sequential and coupling issue as follows:
· Option 1 (SA2-based): 

SA2 defines the service operation invocations and procedures appropriately to decouple the potential sequential dependency among different services, then CT work groups will mainly focus on the implementation of services.
Note in the following work, CT WGs may also generate ‘services’ and procedures according to the work split with SA2 (e.g. failure recovery and restoration taken by CT4), which implies that CT WGs (CT3/4) should also follow these principles when considering communication model of specific procedures.
· Option 2 (CT-based):
During the normative work, CT work groups specify some kind of common mechanism to coordinate the potential risk of message disordering. For example, when the NF_A invokes service_1 by sending request 1 and waiting the response 1, if the NF_A receives a new ‘unexpected’ service_2 invocation managing the same service object (so-called resource in HTTP model) from the peer node where response 1 will be sent back (i.e. NF_B in figure 4), e.g. in subclause 4.3.3.2 TS 23.502, the PCF may initiate a SMNpcf _PolicyControl_UpdateNotify service operation to notify SMF for initiating the PDU-CAN Session Modification procedure as in step 1b and waiting for the response as in step 9, the PCF may receive a new Npcf_SMPolicyControl_Get service operation from SMF to request new policy for the same object, the NF_A may either suspend the new incoming request message for a short while until the response message is received or expired or reject the new incoming request with a temporary reject cause code, so that NF_B can try the request later. 
It is still for further study and evaluate to figure out whether the mechanism proposed can solve almost all of the sequencing issues between back-to-back service invocations, or any new side effects may be raised.
There is another choice that the standard makes no any explicit indication for ensuring message sequencing between service operation invocations and leaves it to vendor implementation, which is out of the scope of this contribution.
3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.891 v0.3.0.
* * * First Change * * * *
6.2.1.5
Additional evaluation criteria for solution selection 

This subclause identifies additional criteria which will be used to appraise candidate solutions.  
A1.
Resource-efficiency: message size and processing requirements.
A2.
Reusability of existing 3GPP implementations: can existing implementations and deployments be partially reused? How large are the impacts for inter-operator and/or inter-domain interfaces? This includes interworking with legacy networks.
A3.
Minimize number of protocols in network: the overall number of protocols to be supported in a network and at any a given type of network function should be minimized. Selected protocol should be able to support intra- and inter-operator interfaces.
A4.
Congestion, load and overload control.
A5.
Support of Security: in particular per service authentication, authorization and possibly encryption, in particular for inter-operator communication.
A6.
Ease of troubleshooting: Message Traceability and Monitoring.
A7.
Ease of use of 3GPP services from operator owned application functions: such application function can be used to implement operator-specific services.
A8.
Support of service and/or message based failover and failback.

A9.
Support of network entity selection based on UE context information, e.g. based on dynamic UE session information.

A10.
Ease of traversal of carrier-grade ALG/NAT/firewall within a PLMN and towards another PLMN.

A11.
Impacts to GSMA GRX/IPX

A12.
Time of Availability of used standards.

A13.
Protocol enables stateless operation.

A14.
Routing support and related mechanisms.

A15.
Support of strong error detection and error reporting capabilities.

A16.
Support of multiplexing of messages belonging to multiple sessions over a single transport connection.

A17.
Support of well-defined schema and unambiguous interpretation of transported data.
Axx.
Assurance of message sequencing and match the potential requirements from stage 2.

NOTE:
The requirements and additional evaluation criteria listed in subclauses 6.2.1.4 and 6.2.1.5 take into account the considerations about virtualization documented in subclause 10.4. 

Editor's Note:
The use of the requirements and additional criteria for the solution evaluation will be further clarified.

* * * Next Change * * * *

6.2.2.4
Comparison of candidate solutions  

Table 6.2.2.4-1 provides a comparison of different candidate solutions based on the requirements and additional evaluation criteria in subclauses 6.2.1.4 and 6.2.1.5 respectively. The colours of the cells provide an evaluation how well the criteria are met (Dark green: Criterion well met. Light green: Criterion mostly met. White: Criterion partially met or no substantial differences between candidate protocols. Orange: Criterion not met.)

Table 6.2.2.4 -1: Comparison of candidate solutions.

	Requirement/ Evaluation Criterion
	TCP/TLS/HTTP2/JSON


(see IETF RFC 793 [13], IETF RFC 5246 [14], IETF RFC 7540 [15], IETF RFC 7159 [16] and IETF draft-newton-json-content-rules [22])
	UDP/QUIC/HTTP2/JSON


(see IETF RFC 768 [17],
IETF draft-ietf-quic-transport [18],
IETF draft-ietf-quic-tls [19],
IETF draft-ietf-quic-http [20],
IETF draft-ietf-quic-recovery [21], IETF RFC 5246 [14], IETF RFC 7540 [15], IETF RFC 7159 [16] and IETF draft-newton-json-content-rules [22])
	SCTP/Diameter

(see IETF RFC 4960 [23], 3GPP TS 33.210 [24] and IETF RFC 6733 [25])

	R1. Support of bidirectional communication
	Service communication is unidirectional, i.e. fully bidirectional communication requires 2 client-server pairs - 1 per direction. However, HTTP2 also offers the possibility of Server Push Notifications via server-initiated streams within one client-server,
In some conditions, the ratio of message disordering may increase significantly.
	Service communication is unidirectional, i.e. fully bidirectional communication requires 2 client-server pairs - 1 per direction. However, HTTP2 also offers the possibility of Server Push Notifications via server-initiated streams within one client-server,
In some conditions, the ratio of message disordering may increase significantly.
	Diameter support Request-Answer command pairs in both directions.
The messages are transmitted on the single path and kept the order the sending node arranges.

	R2. Support of reliable communication
	TCP supports packet retransmission for a reliable communication.
	QUIC supports packet retransmission for a reliable communication.
	SCTP supports packet retransmission and failover to alternate paths for a reliable communication.

	R3. Forward compatibility and ease of upgrade
	HTTP and JSON payload support versioning of service. New IEs added to JSON schema will be ignored. 3GPP defined supported feature mechanism has already been added also to some HTTP/JSON interfaces.
	HTTP and JSON payload support versioning of service. New IEs added to JSON schema will be ignored. 3GPP defined supported feature mechanism has already been added also to some HTTP/JSON interfaces.
	Diameter allows to control whether unknown AVPs will be ignored. 3GPP defined supported feature mechanism is well understood and has been proven to work well. 

	R4. Low Response Time
	Radical throughput reduction by TCP in overload and TCP head-of-line blocking are potential issues.

See also A1.
	UDP based transport avoids head of-line blocking. QUIC support multiple streams.

See also A1.
	Performance proven to be appropriate for EPC.

See also A1.

	R5. Scalability
	Potentially limited by high number of TCP connections, but HTTP2 streams allows a reuse of TCP connections between service instances.
	UDP based

QUIC scales to very high number of transport connections (64-bit identifier) 
	SCTP associations between Diameter peers can be used for many Diameter sessions.

(3GPP extended Diameter Agent for UE context discovery may impact scalability, but this is considered an architectural issue as similar solutions would be required should other protocols be selected)

	R6. Ease and speed of deployment of network functions and services
	If client authentication requires static configuration is ffs. Otherwise dynamic endpoint discovery and connection establishment is supported.
	If client authentication requires static configuration is ffs. Otherwise dynamic endpoint discovery and connection establishment is supported.
	How well secondary SCTP paths can be supported in dynamic manner (e.g. via DNS) is ffs. Should static configuration be required, Diameter Agents can help.

	R7. Time of Availability of used standards
	Already available.
	Planned completion in November 2018 (according to IETF QUIC working group milestones)
	Already available.

	A1. Resource-efficiency
	Text encoding of HTTP and JSON brings small processing overhead and increases message size.

(But only a small number of HTTP headers will be needed and HTTP2 provides header compression. HTTP2 also supports binary encoding at the HTTP layer, application still provides a text encoded payload)
	Text encoding of HTTP and JSON brings small processing overhead and increases message size.

(But only a small number of HTTP headers will be needed and HTTP2 provides header compression. HTTP2 also supports binary encoding at the HTTP layer, application still provides a text encoded payload)
	Binary encoding at the application layer, but message size increase due to AVP header overhead.

	A2. Reusability of existing 3GPP implementations
	Many libraries to choose from for HTTP/JSON layer. But existing application code based on Diameter will require large adaptations. Also, need to implement HTTP equivalent of Diameter Agent with 3GPP extensions.
	Many libraries to choose from for HTTP/JSON layer, but QUIC support not yet so widespread. Existing application code based on Diameter will require large adaptations. Also, need to implement HTTP equivalent of Diameter Agent with 3GPP extensions.
	Diameter is widely used in EPC

(roaming and non-roaming interfaces

	A3. Minimize number of protocols in network
	Already some limited usage within operators´ networks and for external interfaces at the SCEF (with earlier HTTP versions). HTTP/JSON could be used both for external and internal interfaces.

Legacy interfaces in EPC use different protocols.
	No standardised usage of QUIC within operators´ networks up to now.

However already some limited usage of HTTP/JSON (with earlier HTTP versions) within operators´ networks and for external interfaces at the SCEF. HTTP/JSON could be used both for external and internal interfaces.
	Already widespread usage in and between operator´s networks.

Diameter not supported on external interfaces.

	A4. Congestion, load and overload control
	HTTP/2: multiple streams, each with priority (weight) and dependency (on another streams)

Only limited possibilities to indicate overload via HTTP errors, but no load feedback.

TCP provides end-to-end congestion control, but with radical throughput reduction.
	HTTP/2: multiple streams, each with priority (weight) and dependency (on another streams)

Only limited possibilities to indicate overload via HTTP errors, but no load feedback.

QUIC provides a mechanism for loss detection and overload control, but performance is ffs.
	Congestion control supported by SCTP

Application-Level Load/Overload Control supported by Diameter.

	A5. Support of Security
	TLS for transport level.

Support for application-level authentication and authorization via HTTP header.
	TLS for transport level.

Support for application-level authentication and authorization via HTTP header.
	IPsec for transport level (see 3GPP TS 33.210 [24]).



	A6. Ease of troubleshooting
	Many tools exist to trace/monitor HTTP REST APIs

Distributed logging.
	Many tools exist to trace/monitor HTTP REST APIs, but no widespread support for QUIC so far.

Distributed logging.
	Operators likely already have tools for Diameter.

Centralized logging by Diameter Agent or Distributed logging.

Binary decoding required for troubleshooting,

	A7. Ease of use of 3GPP services from operator owned application functions
	Largest user community for Web services. Already supported by some operator owned application functions (with earlier HTTP versions)
	Large user community for HTTP/JSON Web services, but limited experience for QUIC.
	Mainly 3GPP user community, but already supported by some operator owned application functions. (P-CSCF acting as AF. GCS AS, SCS)

	A8. Support of failover
	Supported by HTTP error codes and HTTP proxies.
	Supported by HTTP error codes and HTTP proxies.
	Supported by error codes and Diameter Agent.

	A9. Support of network entity selection based on UE context information
	Supported, whether new HTTP proxy extensions are required is FFS.
	Supported, whether new HTTP proxy extensions are required is FFS.
	Supported by Diameter Agent with existing 3GPP extensions.

	A10. Ease of traversal of carrier-grade ALG/NAT/firewall
	Possible need to configure operator-grade firewalls to pass TCP/TLS/HTTP.
	Possible need to configure operator-grade firewalls to pass UDP/QUIC.
	Need to configure operator-grade firewalls to pass IPSec, but security gateways reduce the number of required connections (see 3GPP TS 33.210 [24]).

	A11. Impacts to GSMA GRX/IPX
	No HTTP support so far. (e.g. GSMA uses home-routed APN for HTTP-based Ut interface).
	No HTTP/QUIC support so far. (e.g. GSMA uses home-routed APN for HTTP-based Ut interface).
	Existing Diameter support.

	A12. Open and public Source/Standardization body
	yes
	yes
	yes

	A13. Protocol enables stateless operation
	
	
	

	A14. Routing support and related mechanisms
	
	
	

	A15. Error detection and error reporting capabilities
	
	
	

	A16. Sessions multiplexing over a single transport connection
	
	
	

	A17. Well-defined schema and unambiguous interpretation of transported data
	
	
	


Editor's Note:
It is FFS whether Server Push Notifications can be used for Subscribe/Notify pattern. 

Editor's Note: the following aspects should be studied and evaluated separately:  
- need for a RESTful vs. an RPC approach
- HTTP version
- Transport protocol
- Serialization/encoding protocol (e.g. JSON)
- Interface Definition Language

Editor's Note:
The table above provides a preliminary evaluation that needs to be further assessed.

* * * End of Changes * * * *
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