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1. Discussion
As depicted in TS 23.214 and TS 29.244, the design principle of CUPS allows multiple UP Units implemented in one UP function, since the GTPu address associated to each new Sx session is automatically negotiated during the Sx session establishment procedure.
The following figure illustrates the deployment scenario in which multiple UP Units are implemented in one UP function.
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The UP function architecture illustrated in the above figure provides the capability to enable elasticity (i.e. automatic increase of capacity by assigning additional UP Units), and thus gets the capability to scale out the performance capability according user plane traffic. For example, when UP function is implemented as VNF, increase additional UP Unit is just initializing new instance of UP Unit software. 
In this UP function implementation scenario, the following principles are fulfilled:

1) The UP function consists of one or more LB units and a list of UP units. The LB unit is responsible for control plane message handling, e.g. handling Sx association / Sx session messages. The UP unit is responsible for user plane traffic handling, including Packet Forwarding, Packet Inspection, Packet Duplication, etc.;
2) Each LB Unit exposes one IP address for control plane usage (i.e. used for Sx association). Each UP Unit exposes one IP address for user plane usage (i.e. used for GTP-U tunnel);
NOTE: A certain UP function (e.g. PGW-U) exposes a number of GTPu address equal to the number of UP Units it consists of. However, the exposure of multiple GTPu address and the automatic or manual instantiation of an additional UP Unit does not necessarily require the modification of the configuration to other Network Elements (e.g. IP routes, SGSN, PCRF, Charging System etc.), since the GTPu address associated to each new Sx session is automatically defined by the Sx protocol negotiation, during the Sx session establishment procedure.

3) The UP function is pre-configured with a set of IP resources which are used for UE IP address. Each UP unit is configured with a subset of the pre-configured IP resources;
4) The CP function is aware of the IP resources configured in the UP function, and the CP performs IP allocation for UEs. However, the CP function does not know the exact IP resources allocation on each UP unit in the UP function;
Following the rules above, when a UE requests PDN connection, the CP function allocates IP address to the UE and requests the UP function to establish an Sx session. As a result, the Sx session is located to certain UP Unit which preserves the IP address allocated to this UE. 
However, since the CP function does not know the internal detail of the UP function, and the signaling exchange between the CP function and the UP function is handled by the LB Unit in the UP function, potential issues may occur:
1) Among the UP Units of the UP function, one UP Unit may currently suffer high load / overload while other UP Units may still experience light load. Since the load / overload information is reported by the LB Unit, the LB Unit may only report the calculated overall load, e.g. light load. Hence the CP function is not able to be aware of the load condition of each UP Unit in the UP function;
NOTE: Due to the CP function does not know the exact IP resource distribution among those UP Units, it is very risky that the CP function always allocates UEs to a few UP Units. Even the CP function allocates Sx session to the UP Units averagely, some UP Units may experience high load due to those UEs on that UP Unit request large volume of download / upload stream.
2) Followed by 1), the CP function may still allocate IP address and request new Sx session to that UP Unit in high load / overload condition. In this case, whether the LB Unit rejects the request from the CP function is not predictable. If the LB Unit rejects the Sx session request, which cause should be returned is also a question;
3) Followed by 2), if the CP function receives a reject response from the UP function during the Sx session establishment,  and if the UP function indicates reject due to high load / overload while such reject reason is in contradiction to the CP function previous received load info from the UP function, how does the CP function behavior is also a question;
2. Proposal
It is proposed that CT4 can discuss and identify whether the issues above are valid, and find solution if CT4 determines to solve such issues.
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