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* * * First Change * * * *

1.1
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary of 3GPP Specifications ".

[2]
Void 

[3]
Void 

[4]
3GPP TS 23.040: "Technical realization of the Short Message Service (SMS)".

[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS); Service description; Stage 2".

[6]
3GPP TS 29.002: "Mobile Application Part (MAP) specification".

[7]
3GPP TS 29.018: "General Packet Radio Service (GPRS); Serving GPRS Support Node (SGSN) - Visitors Location Register (VLR); Gs interface layer 3 specification".

[8]
3GPP TS 29.060: "General Packet Radio Service (GPRS); GPRS Tunneling Protocol (GTP) across the Gn and Gp interface".

[9]
3GPP TS 43.005: "Technical performance objectives".

[10]
3GPP TS 23.071: " Location Services (LCS); Functional description; Stage 2".

[11]
Void

[12]
3GPP TS 23.246: "Multimedia Broadcast/Multicast Service (MBMS); Architecture and functional description".

[13]
3GPP TS 29.274: "3GPP Evolved Packet System (EPS); Evolved General Packet Radio Service (GPRS) Tunnelling Protocol for Control plane (GTPv2-C); Stage 3".

[14]
3GPP TS 29.118:"Mobility Management Entity (MME) – Visitor Location Register (VLR) SGs interface specification".

[15]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for  Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".

[16]
3GPP TS 29.275: "Proxy Mobile IPv6 (PMIPv6) based Mobility and Tunneling protocols; Stage 3".

[17]
3GPP TS 29.281: "General Packet Radio System (GPRS) Tunneling Protocol User Plane (GTPv1-U)". 

[18]
3GPP TS 23.402: "Architecture enhancements for non-3GPP accesses".
[19]
3GPP TS 24.301: "Non-Access-Stratum (NAS) protocol for Evolved Packet System (EPS); Stage 3".
[20]
3GPP TS 24.008: "Mobile radio interface Layer 3 specification; Core network protocols; Stage 3".
[21]
3GPP TS 29.213: "Policy and charging control signalling flows and Quality of Service (QoS) parameter mapping ".
[22]
IETF RFC 5847: "Heartbeat Mechanism for Proxy Mobile IPv6".
[23]
3GPP TS 23.018: "Basic call handling; Technical realization".

[24]
3GPP TS 23.236: "Intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes".

[25]
3GPP TS 29.212: "Policy and Charging Control (PCC); Reference points".
[26]
IETF RFC 7077: "Update Notifications for Proxy Mobile IPv6".

[27]
3GPP TS 23.122: "Non-Access-Stratum (NAS) functions related to Mobile Station (MS) in idle mode".
[28]
3GPP TS 36.444: "EUTRAN M3 Application Protocol (M3AP)".

[29]
3GPP TS 25.413: "UTRAN Iu interface RANAP signalling".

[30]
3GPP TS 23.041: "Technical realization of Cell Broadcast Service (CBS)". 
[31]
3GPP TS 29.061: "Interworking between the Public Land Mobile Network (PLMN) supporting packet based services and Packet Data Networks (PDN) ".
[32]
3GPP TS 36.300: "Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2".
[33]
3GPP TS 23.303: "Proximity based Services; Stage 2".
[34]
3GPP TS 29.344: "Proximity-services (ProSe) Function to Home Subscriber Server (HSS) aspects; Stage 3".
[35]
3GPP TS 29.468: "Group Communication System Enablers for LTE (GCSE_LTE); MB2 Reference Point; Stage 3".

[36]
3GPP TS 29.468: "Group Communication System Enablers for LTE (GCSE_LTE); MB2 Reference Point; Stage 3".

[37]
3GPP TS 29.303: "Domain Name System Procedures; Stage 3".

[38]
3GPP TS 23.682: "Architecture enhancements to facilitate communications with packet data networks and applications".
[39]
3GPP TS 23.161: "Network-Based IP Flow Mobility (NBIFOM); Stage 2".
[40]
3GPP TS 23.285: "Architecture enhancements for V2X services; Stage 2".
[41]
3GPP TS 29.388: "V2X Control Function to V2X Control Function to Home Subscriber Server (HSS) aspects (V4)".
[x]
3GPP TS 29.244: "Interface between the Control Plane and the User Plane of EPC Nodes; stage 3".
* * * Next Change * * * *

16.x
Restart of the SGW-C and SGW-U
16.x.1
SGW-C failure
When a SGW-C fails, all its Bearer and Session contexts affected by the failure become invalid and may be deleted. SGW-C storage of subscriber data is volatile.

If F-TEID allocation is performed in the SGW-C, the SGW-C should ensure as far as possible that previously used F-TEID values are not immediately reused after a SGW-C restart, in order to avoid inconsistent TEID allocation throughout the network.
16.x.2
SGW-U failure

When a SGW-U fails, all its Session contexts affected by the failure become invalid and may be deleted.
If F-TEID allocation is performed in the SGW-U, the SGW-C shall maintain a list of F-TEIDs allocated by the SGW-U. If the SGW-U restarts, the SGW-C shall provide the list of F-TEIDs used before the restart during the Sx Association setup. The SGW-C shall use these F-TEID when recreating the sessions. The SGW-U shall not use the F-TEIDs provided by the SGW-C when assigning new F-TEIDs. If the F-TEIDs provided during Sx association setup are not reused after a predefined time (provided by the CP function together with the F-TEIDs during the Sx association setup), the SGW-U shall delete the list. As the user plane F-TEID pool is partitioned in the SGW-U across the multiple SGW-Cs, the SGW-U does not need to wait for the re-establishment of all the Sx associations from all SGW-Cs to start assigning new F-TEID for new Sx sessions for a particular SGW-C.
If F-TEID allocation is performed in the SGW-U, the SGW-U should ensure as far as possible that previously used F-TEID values are not immediately reused after a SGW-U restart, in order to avoid inconsistent TEID allocation throughout the network.
16.x.3
Restoration procedure 

When the SGW-U detects that a SGW-C has restarted it shall delete all session context effected by the SGW-C restart.
When the SGW-C detects the failure of an SGW-U with a restart, the SGW-C or optionally the SGW-U shall initiate the Sx association establishment when the SGW-U has restarted.
When the SGW-C detects the failure of an SGW-U without a restart, the SGW-C may select an alternative SGW-U which can take over the IP addresses of the failed one and shall provide the IP addresses used by the failed SGW-U to the alternative one.
Immediately after Sx association establishment if the restoration of PDN connections after an SGW-U failure is supported in the SGW-C, the SGW-C shall create a session matching all F-TEID to instruct the SGW-U to report F-TEID of the GTP-U PDU for which no session exists to the SGW-C. When the SGW-U receives a GTP‑U PDU for which no Session context exists, the SGW-U may buffering the GTP-U PDU and derives the controlling SGW-C from the target F-TEID received and shall report the F-TEID to the SGW-C. 
NOTE 1:
The SGW-U can filter the F-TEID from the GTP-U PDU and if multiple arrive with the same F-TEID report them only one time to the CP.
If the SGW-C has an active session for the reported F-TEID the SGW-C shall initiate the reestablishment of the session in the SGW-U. If the SGW-C does not have an active session for this F-TEID it shall instruct the SGW-U to discard GTP-U PDU with this F-TEID. The SGW-U shall return an error indication to the originating node (the PGW, the eNodeB, the S4-SGSN, or if Direct Tunnel is established, the RNC) of the GTP-U PDU or follow the procedures specified in clause 27.2.2.5. 
NOTE 2:
The Session to instruct the SGW-U to discard GTP-U PDU with an F-TEID to be active for a predefiend time. The Session to discard packets need to be deactivated before the F-TEID is assigned for a new PDN connection.
* * * Next Change * * * *

16.1A.x
SGW-C - SGW-U Failure

The SGW-C will receive the SGW-U restart counters in Sx association setup Request/Response and Sx association update Request/Response and PFCP heartbeat requests/responses.

When an SGW-C detects that a peer SGW-U has restarted it shall follow the procedure specified in subclause 16.x.1
The SGW-U will receive the SGW-C restart counters in Sx association setup Request/Response and Sx association update Request/Response and PFCP heartbeat requests/responses.

When an SGW-U detects that a peer SGW-C has restarted it shall follow the procedure specified in subclause 16.x.2
* * * Next Change * * * *

17.x
Restart of the PGW-C and PGW-U

17.x.1
PGW-C failure
When a PGW-C fails, all its Bearer and session contexts affected by the failure become invalid and may be deleted. PGW-C storage of subscriber data is volatile.
If F-TEID allocation is performed in the PGW-C, the PGW-C should ensure as far as possible that previously used F-TEID values are not immediately reused after a PGW-C restart, in order to avoid inconsistent TEID allocation throughout the network.
When an SGW-C detects that a peer PGW-C has restarted the SGW-C shall take the action as an SGW detecting a PGW restart and in addition the SGW-C shall send a Sx Session Deletion Request message to the SGW-U for each Sxa session affected by the PGW-C restart. The SGW-U shall delete all the Sx session contexts and release the corresponding user plane resource as requested by the SGW-C and then return the Sx Session Deletion Response message to the SGW-C.
17.x.2
PGW-U failure
When a PGW-U fails, all its Session contexts affected by the failure become invalid and may be deleted.

If F-TEID allocation is performed in the PGW-U, the PGW-C shall maintain a list of F-TEIDs allocated by the PGW-U. If the PGW-U restarts, the PGW-C shall provide the list of F-TEIDs used before the restart during the Sx Association setup. The PGW-C shall use these F-TEID when recreating the sessions. The PGW-U shall not use the F-TEIDs provided by the PGW-C when assigning new F-TEIDs. If the F-TEIDs provided during Sx association setup are not reused after a predefined time (provided by the CP function together with the F-TEIDs during the Sx association setup), the PGW-U shall delete the list. As the user plane F-TEID pool is partitioned in the PGW-U across the multiple PGW-Cs, the PGW-U does not need to wait for the re-establishment of all the Sx associations from all PGW-Cs to start assigning new F-TEID for new Sx sessions for a particular PGW-C.

If F-TEID allocation is performed in the PGW-U, the PGW-U should ensure as far as possible that previously used F-TEID values are not immediately reused after a PGW-U restart, in order to avoid inconsistent TEID allocation throughout the network.

17.x.3
Restoration Procedures

After a PGW-C restart, the PGW-C shall delete all MM Bearer ad session contexts affected by the restart that it may have stored
When the PGW-C detects the failure of an PGW-U without a restart, the PGW-C may select an alternative PGW-U which can take over the IP addresses of the failed one and shall provide the IP addresses used by the failed PGW-U to the alternative one.
After establishment of an Sx association between the PGW-C and the PGW-U, the PGW-C may start restoring prioritary sessions in the PGW-U after the PGW-U restart or in an alternative PGW-U.

* * * Next Change * * * *

17.1A.x
PGW-C - PGW-U Failure

The PGW-C will receive the PGW-U restart counters in Sx association setup Request/Response and Sx association update Request/Response and PFCP heartbeat requests/responses.

When an PGW-C detects that a peer PGW-U has restarted it shall follow the procedure specified in subclause 17.x.1
The PGW-U will receive the PGW-C restart counters in Sx association setup Request/Response and Sx association update Request/Response and PFCP heartbeat requests/responses.

When an PGW-U detects that a peer PGW-C has restarted it shall follow the procedure specified in subclause 17.x.2
* * * Next Change * * * *

19x
PFCP based restart procedures

Across PFCP based interfaces an SGW-C, SGW-U, PGW-C and PGW-U Node utilize either PFCP Heartbeat Request and Heartbeat Response messages or PFCP messages containing the Restart counter to detect and handle a restart.

A PFCP entity shall maintain two Restart counters:

- 
in volatile memory a remote Restart counter of a peer with which the entity is in contact;

-
in non-volatile memory own, or local Restart counter that was sent to a peer.
After a PFCP entity has restarted, it shall immediately update all local Restart counters and shall clear all remote Restart counters. 

A PFCP entity may have a common local Restart counter for all peers, or it may have a separate local Restart counter for each peer.

A PFCP entity may probe the liveliness of each peer with which it is in contact by sending an Heartbeat Request message (see clause 20 "Path management procedures") . The presence of the Restart counter in Heartbeat Request or in a PFCP message as specified in 3GPP TS 29.244 [x]. The restart counter signalled in the PFCP message is associated with the PFCP entity identified by the sender’s F-SEID or IP address of CP or UP function if present in the message, otherwise (e.g. in Heartbeat request message) it is associated with the PFCP entity identified by the source IP address of the message.
The PFCP entity that receives a Restart counter Information Element in an Heartbeat Response or in another PFCP message from a peer, shall compare the received remote Restart counter value with the previous Restart counter value stored for that peer entity. 

-
If no previous value was stored the Restart counter value received in the Heartbeat Response or in the PFCP message shall be stored for the peer.

-
If the value of a Restart counter previously stored for a peer is smaller than the Restart counter value received in the Heartbeat Response message or the PFCP message, taking the integer roll-over into account, this indicates that the entity that sent the Heartbeat Response or the PFCP message has restarted. The received, new Restart counter value shall be stored by the receiving entity, replacing the value previously stored for the peer.

-
If the value of a Restart counter previously stored for a peer is larger than the Restart counter value received in the Heartbeat Response message or the PFCP message, this indicates a possible race condition (newer message arriving before the older one). The received new Restart counter value shall be discarded and an error may be logged.

* * * Next Change * * * *

20.1
General
This clause specifies path management procedures for GTP-C based and PMIP based interfaces. For GTP based interfaces, Echo Request / Response procedure is used. The usage depends on the GTP-C version in the following way: 
-
GTPv1-C entity may periodically send an Echo Request message as specified in 3GPP TS 29.060 [8]. 

-
GTPv2 entity shall probe the liveliness of each peer with which it is in contact by sending an Echo Request messages (see TS 29.274 [13]). When and how often a GTPv2 Echo Request message may be sent is implementation specific but an Echo Request shall not be sent more often than every 60 s on each path. This does not prevent resending an Echo Request with the same sequence number according to the T3-RESPONSE timer.

It is recommended that GTPv2 Echo Request should be sent only when a GTP-C entity has not received any GTP response message for a previously sent request message on the GTP-C path for, an implementation dependent period of time.
A GTP-C entity (both GTPv1-C and GTPv2) shall be prepared to receive an Echo Request message at any time and it shall reply with an Echo Response message.

For the PMIP based S5/S8 interface, the SGW and PGW shall detect respectively a peer  PGW and SGW as currently unavailable by sending a series of PMIPv6 Heartbeat Request messages, and not receiving within a period of time respectively a PMIPv6 Heartbeat Response message (see 3GPP TS 29.275 [16]).
For PFCP based Sxa/Sxb/Sxc interfaces, the SGW-C and PGW-C shall detect a peer SGW-U and PGW-U as currently unavailable by sending a series of PFCP heartbeat Request messages, and not receiving within a period of time respectively a PFCP Heartbeat Response message (see 3GPP TS 29.244 [x])
* * * Next Change * * * *

20.2.x
Sx interface functionality
20.2.x.1
Sxa path failure
If the path to the SGW-U is down, the SGW-C should handle this as SGW-U Failure without Restart see clause 16.x.1. 
If the path to the SGW-C is down, the SGW-U should handle this as SGW-C Failure without Restart see clause 16.x.2. 
20.2.x.2
Sxb path failure
If the path to the PGW-U is down, The PGW-C should handle this as PGW-U Failure without Restart see clause 17.x.1. 
If the path to the PGW-C is down, the PGW-U should handle this as PGW-C Failure without Restart see clause 17.x.2. 
* * * Next Change * * * *

* * * Next Change * * * *

27
Restoration of PDN connections after an SGW failure

27.1
General
The procedures specified in this clause enable to restore in the EPC the PDN connections affected by an SGW failure with or without restart, and thus to resume delivery of downlink data towards the UE with minimum service interruption and with minimal signalling in the network. 

All the procedures specified in this clause are optional to support.

The procedures specified in subclause 27.2 apply to UEs for which ISR is not active when the SGW fails. The procedures specified in subclause 27.3 apply to UEs for which ISR is active when SGW fails. The procedures specified in these clauses only apply to PDN connections established between MME/S4-SGSN and PGW pertaining to the same operator, i.e. for non-roaming and roaming scenarios with local breakout. The MME/S4-SGSN and the PGW shall behave as per the restoration requirements specified in subclauses 14.1A.1 and 17.1A.1 for PDN connections established between nodes pertaining to different operators, i.e. as if the remote peer node does not support these SGW restoration procedures.
The procedures specified for an SGW in subclause 27.2 and 27.3 apply as well to an SGW-C. An SGW-C shall always apply in addition the related PFCP procedures towards the SGW-U.
NOTE 1:
The applicability of these procedures is restricted to PDN connections established between MME/S4-SGSN and PGW pertaining to the same operator to ensure, simply by local configuration, that MME/S4-SGSN and PGWs apply the same logic i.e. same operator's policies when determining whether and which PDN connections should be restored. This enables to restore in particular IMS PDN connections (even in roaming scenarios, for which local break out is used). 
NOTE 2:
The use of these SGW restoration procedures may be extended by Service Level Agreements to PDN connections established between MME/S4-SGSN and PGW pertaining to different operators, i.e. for roaming scenarios with home routed traffic, but this is not further considered in 3GPP specifications. 

* * * for information * * * *

27.2
Restoration of PDN connections after an SGW failure for UEs without ISR
27.2.1
General

The PGW triggered SGW restoration procedure is an optional add-on feature for the MME/S4-SGSN, SGW and PGW on top of the MME/S4-SGSN triggered SGW restoration procedure as specified in subclause 27.2.2. A node that supports the PGW triggered SGW restoration procedure shall support the requirements specified in subclause 27.2.2 and in subclause 27.2.3.
27.2.2
MME/S4-SGSN triggered SGW restoration 

27.2.2.1
General
The following requirements shall apply if the MME/S4-SGSN, the SGW, the PGW, and the PCRF support this feature. 
The MME/S4-SGSN, PGW, and PCRF for PMIP based S5, shall know by local configuration whether this MME/S4-SGSN triggered SGW restoration procedure is supported in the PLMN, i.e. by peer PGWs, PCRFs and MME/S4-SGSNs. The PGW shall assume that either all or none of the MMEs/S4-SGSNs in the PLMN support this procedure.Upon detecting an SGW failure with or without restart (relying on restart counter as specified in clause 18 "GTP-C based restart procedures" and clause 19 "PMIP based restart procedures", or implementation e.g. preconfigured path failure timer), the MME/S4-SGSN and PGW shall maintain the bearers and MM contexts of the PDN connections affected by the SGW failure and eligible for restoration, instead of removing associated resources as per procedures specified in subclauses 14.1A.1 and 17.1A.1. 
For PMIP based S5, when the PCRF detects an SGW failure or restart, the PCRF shall maintain the IP-CAN sessions and delete locally the Gxc sessions affected by the SGW failure. 
NOTE 1:
The PGW notifies the PCRF about the termination of IP-CAN sessions associated to PDN connections that are not restored by the MME/S4-SGSN within an operator configurable period.

The PDN connections eligible for restoration are determined by the MME/S4-SGSN and PGW based on same operator's policies, e.g. based on QCI, ARP and/or APN.

NOTE 2:
The PCRF is not aware of which PDN connections are eligible for restoration. When the PGW detects an SGW failure, the PGW requests the PCRF to terminate IP-CAN sessions associated to  PDN connections affected by the SGW failure and not eligible for restoration.
Maintaining the PDN connections affected by the SGW failure enables the MME/S4-SGSN to restore the corresponding bearers of the UE by selecting a new SGW or the restarted SGW. These PDN connections are maintained for an operator configurable period (T-Release-PDN timer), which is locally provisioned on MME/S4-SGSN and PGW, that by default should cover the periodic tracking area update timer (timer T3412) as specified in 3GPP TS 24.301 [19] or the periodic routing area update timer (timer T3312) as specified in 3GPP TS 24.008 [20]. After the expiry of the T-Release-PDN timer the MME/S4-SGSN and the PGW should delete any EPS bearer contexts that have not been restored via a new or the restarted SGW. 
NOTE 3:
The PGW's capability of supporting this SGW restoration procedure is stored per PDN and per UE by the serving MME/S4-SGSN. For a UE with multiple active PDN connections, some PGWs may support the SGW restoration procedure while others do not support the same. E.g. SGW restoration procedure may be supported for a PDN connection with local breakout while not supported for another PDN connection with home routed traffic. The restoration procedures upon SGW failure specified in subclauses 14.1A.1 and 17.1A.1 apply to the PDN connections for which the SGW restoration procedure is not supported or not applicable. 

27.2.2.2
MME/S4-SGSN procedure

After detecting an SGW failure, the MME/S4-SGSN should attempt to restore the PDN connections eligible for restoration for all the UEs affected by the SGW failure, i.e. including UEs in ECM_IDLE / PMM-IDLE / GPRS STANDBY not engaged in any Service Request, or Connection Resume procedure or other mobility procedure. The MME/S4-SGSN shall control the pace of the SGW relocations to avoid core network node overload. The MME/S4-SGSN should prioritize the SGW relocation for UEs engaged in a Service Request, or a Connection Resume, or RAU/TAU procedures or having GBR bearers over UEs which are not engaged in any mobility procedure and that do not have a signaling connection to the MME/S4-SGSN nor GBR bearers. The MME/S4-SGSN should also prioritize the SGW relocation for UEs with an emergency PDN connection. 
The MME/S4-SGSN may further prioritize the PDN connections to restore, e.g. for UEs ECM_IDLE / PMM-IDLE / GPRS STANDBY not engaged in any Service Request or Connection Resume procedure, based on operator's policy e.g. based on the QCI and/or APN. Besides, the MME/SGSN may use the subscribed Restoration Priority per APN, if received from the HSS, and if permitted per service level agreements for in-bound roamers, to determine the relative restoration priority among PDN connections to the same APN. The MME/SGSN may use a locally configured value as default restoration priority if the restoration priority for a user's PDN connection is not received from the HSS or not permitted by service level agreement for in-bound roamers.
NOTE 1:
This is to allow all the affected UEs to be reconnected to the network in a relatively short time (that is function of the speed of the SGW relocations that the MME/S4-SGSN performs, based on implementation and the network load) so that downlink packets may be delivered to the UEs with minimum service interruption. 
NOTE 2:
Prioritizing the restoration of emergency PDN connections can enable to preserve emergency calls in progress for authenticated and unauthenticated users, and enable PSAP to call back authenticated users with an emergency registration but without an emergency call in progress. 
NOTE 3:
The Restoration Priority can e.g. allow to restore with a higher priority users with an IMS voice subscription over IMS users without an IMS voice subscription. 
To restore the PDN connection(s) of a UE, the MME/S4-SGSN shall perform an SGW relocation procedure by sending a Create Session Request message (per PDN connection to restore) to the new or restarted SGW as per the steps 8-11 of a Tracking Area Update procedure with Serving GW change in subclause 5.3.3.1 in 3GPP TS 23.401[15]. For PDN connections with GBR bearers existing before the SGW failure, the MME/S4-SGSN may either request to restore or remove the GBR bearers in the Create Session Request (e.g. depending on how quickly the PDN connection is restored).   The MME/S4-SGSN shall restore the PDN connections of the affected UEs after the SGW failure as follows:

1)
for UEs in ECM_IDLE/PMM-IDLE/GPRS STANDBY state: 

-
the MME/S4-SGSN shall select a new SGW or the restarted SGW based on the last visited TAI/RAI. When Dedicated Core Networks are deployed, the UE Usage Type shall also be used for the SGW selection as specified in 3GPP TS 29.303 [37];

-
the MME/S4-SGSN shall then perform an SGW relocation procedure as specified above. 
2)
for UEs in ECM_CONNECTED/PMM-CONNECTED/GPRS READY state not engaged in any mobility procedure (TAU/RAU, Handover):

-
the MME/S4-SGSN shall release the S1/Iu/radio resources; if the eNodeB/RNC detects the SGW failure, the eNodeB/RNC may request the MME/S4-SGSN to release the S1/Iu resources;

-
the MME/S4-SGSN shall then handle these UEs as specified for UEs in ECM_IDLE/PMM-IDLE/GPRS STANDBY state, or for UEs performing a mobility procedure if the UE performs subsequently such a mobility procedure (e.g. a Service Request to re-establish the S1/Iu/radio bearers);  
-
as an exception to these rules, for UTRAN without direct tunnel and GERAN, the S4-SGSN may perform SGW relocation while keeping the UEs in PMM-CONNECTED/GPRS READY state (i.e. without tearing down the Iu/radio resources) because S4 user plane is used and the SGW failure remains not visible to the radio network.
NOTE 4:
An SGW failure with restart may be visible to the radio network and cause bearers to be released for bearers with on-going uplink traffic if an Error Indication is received from the SGW before the S4-SGSN detects the SGW restart.

3)
for UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY state initiating a Service Request procedure or a Connection Resume procedure: 

-
the MME/S4-SGSN shall first perform the SGW relocation procedure as specified above and then continue with the Service Request or the Connection Resume procedure since the MME/S4-SGSN has no valid SGW F-TEID to send in the S1-AP Initial Context Setup Request towards the eNodeB or in the Iu RAB Assignment Request message towards the RNC if Direct Tunnel is used.

4)
for UEs initiating an intra-MME or intra-S4-SGSN TAU/RAU procedure: 

-
the MME/S4-SGSN shall perform the SGW relocation procedure as specified above before the TAU/RAU procedure;

5)
for UEs initiating an inter-MME/SGSN TAU/RAU procedure:

- 
If both the source and target MME/S4-SGSNs support this SGW restoration procedure, the source MME/S4-SGSN should indicate to the target MME/S4-SGSN in the GTPv2 Context Response message that an SGW relocation procedure is needed due to an earlier SGW failure. Upon reception of such indication, the target MME/S4-SGSN shall perform the SGW relocation procedure as specified above and then proceed with the TAU/RAU procedure. The source MME/S4-SGSN may perform the SGW relocation procedure as specified above before responding to the GTPv2 Context Request message if the target MME/S4-SGSN does not support the SGW restoration procedure, e.g. during inter-PLMN RAU/TAU procedures when the target PLMN does not support the SGW restoration procedure.

6)
for UEs in ECM-CONNECTED/PMM-CONNECTED/GPRS READY state for which a handover procedure is initiated: 

-
The source MME/S4-SGSN should reject the Handover Required / Relocation Required message received from the RAN (for UEs with PDN connection(s) affected by an earlier SGW failure that have not been restored yet); the MME/S4-SGSN should then release the S1/Iu/radio resources of these UEs to force them to enter idle mode. The MME/S4-SGSN shall then proceed with the procedures specified above for UEs in ECM_IDLE/PMM-IDLE/GPRS STANDBY state, or for UEs performing a mobility procedure if the UE performs subsequently such a mobility procedure (e.g. a Service Request to re-establish the S1/Iu/radio bearers).  
NOTE 5:
S1/Iu/radio resources of UEs in ECM-CONNECTED/PMM-CONNECTED/GPRS READY state affected by an SGW failure are released very shortly after the SGW failure. Therefore only very few UEs affected an SGW failure and with PDN connections not restored yet may be subject to a handover, e.g. handovers taking place just after the SGW failure before the eNodeB/RNC or the MME/S4-SGSN release the S1/Iu/radio resources. This is why it is not necessary to support SGW relocation during Intra/Inter-CN handover procedures. 
27.2.2.3
PGW procedure

The PGW shall maintain the PDN connections affected by the SGW failure and eligible for restoration for an operator configurable period (T-Release-PDN timer), as specified in subclause 27.2.2.1.  

The PGW should maintain the GBR bearers of the PDN connections eligible for restoration for an operator configurable period (T-Release-GBR), which should be much shorter than the T-Release-PDN timer. Upon expiry of the T-Release-GBR timer, the PGW shall release GBR bearers that have not been restored yet and inform the PCRF about the corresponding PCC rule inactivation, with a cause as specified in 3GPP TS 29.212 [25]. 
NOTE:
This is a safeguard mechanism to avoid e.g. overcharging the user in IMS for sessions not already terminated by IMS (e.g. by the far end user of a VoIP call).

The PGW shall discard downlink packets received for a PDN connection maintained after an SGW failure that has not been restored yet. 
The PGW shall stop charging for PDN connections maintained after an SGW failure which have not been restored yet.
If the IP-CAN Session Modification Request is received for a PDN connection maintained after an SGW failure but not restored yet, the PGW shall reject the request if the request contains the installation/modification of PCC rules and other policy decisions (e.g. change of APN-AMBR), however the P-GW shall accept to remove the PCC rule if the removal of PCC rules is included in the request. The PGW shall accept an IP-CAN Session Modification Request if it only includes the removal of PCC rules. Refer to 3GPP TS 29.212 [25] subclause B.3.14 for the detail. For these IP-CAN sessions for which an IP-CAN session modification has been rejected, the PGW shall subsequently inform the PCRF when the PDN connection is restored as specified in subclause B.3.14 of 3GPP TS 29.212 [25]. This would enable the PCRF to update the PCC rules in the PGW if necessary. After the PDN connection is restored, the PGW shall initiate the bearer modification/deactivation procedure if necessary to modify or remove the resources associated with the PCC rules that were removed during the SGW failure.

The PGW shall accept an IP-CAN Session Termination Request received for a PDN connection maintained after an SGW failure but not restored yet, with an acceptance cause as specified in 3GPP TS 29.212 [25] and release the affected PDN connection locally. If subsequently the MME/S4-SGSN attempts to restore the PDN connection, the PGW shall reject the Modify Bearer Request (for GTP based S5) or the Proxy Binding Update (for PMIP based S5) with the cause "Context Not Found" as specified in 3GPP TS 29.274 [13] and 3GPP TS 29.275 [16] after the corresponding PDN connection has been released locally.
27.2.2.4
PCRF procedure
If the PGW rejects an IP-CAN session modification procedure with the rejection cause as specified in subclause 27.2.2.3, the PCRF should maintain the corresponding IP-CAN session and refrain from sending any further IP-CAN session modification request to the PGW until being notified by the PGW that the PDN connection is restored.
For PMIP based S5, the PCRF can not send any message to the SGW once the Gxc session in the PCRF is removed. The PCRF may however behave as for GTP based S5, e.g. send signaling to the PGW via the Gx interface. The Gxc session is restored when the PCRF receives Gateway Control Session Establishment from the SGW as specified in 3GPP TS 29.212 [25].
27.2.2.5
SGW procedure

After the SGW restarts, the SGW shall not send Error indication message for a configurable period when the SGW receives a GTP-U PDU for which no Bearer context exists.

NOTE:
The period needs to be longer than the time required for the peer node to detect the restart of the SGW, e.g. the interval between two echo request messages. This ensures that the MME/SGSN or PGW does not deactivate the bearers before it detects the SGW failure and triggers the restoration procedure.
27.2.3
PGW triggered SGW restoration   

27.2.3.1
General
The following requirements shall apply if the MME/S4-SGSN, the SGW and the PGW support this feature.

NOTE:
The PGW triggered SGW restoration procedure does not require any further requirements from the PCRF than those already specified for the MME/S4-SGSN triggered SGW restoration procedure in subclause 27.2.2.1. 
The PGW shall know by local configuration whether this PGW triggered SGW restoration procedure is supported in the PLMN. The MME/S4-SGSN/SGW may know the same by local configuration. When supported in the PLMN, the PGW supporting this procedure should be configured with the address of alternative(s) SGW(s) also supporting this procedure. The PGW shall assume that either all or none of the MMEs/S4-SGSNs in the PLMN support the procedure. All MMEs/S4-SGSNs in an MME/S4-SGSN pool should support this procedure when it is deployed.
The PGW triggered SGW restoration procedure does not apply to emergency PDN connections for users without authenticated IMSI. 
NOTE:
The MME/S4-SGSN can prioritize the restoration of emergency PDN connections (see subclause 27.2.2.2). IMS Emergency PSAP callback is not supported for unauthenticated users with an emergency registration but without an emergency call in progress.
27.2.3.2
MME/S4-SGSN procedure

During normal mode of operation (i.e. before SGW failure with/without restart):

The MME/S4-SGSN supporting the PGW triggered SGW restoration procedure shall include the MME/S4-SGSN identifier IE in existing signalling over the S11/S4 interface, i.e. in

-
Create Session Request messages during an E-UTRAN Initial Attach, a UE requested PDN connectivity, and a PDP Context Activation procedure; 
-
Create Session Request message during TAU/RAU procedures with a SGW change;
-
Create Session Request message during X2 based handover/Enhanced SRNS Relocation procedure with a SGW change;
-
Modify Bearer Request message during Inter-RAT Handover procedures with/without a SGW change; 
-
Modify Bearer Request message during Intra-RAT handover procedure with a SGW change;
-
Modify Bearer Request message during Inter-RAT TAU/RAU procedures without a SGW change;
-
Modify Bearer Request message over S11/S4 if the message is deemed to be sent to the PGW due to other reasons, e.g. reporting ULI, time zone.  

During SGW restoration procedure:
Upon receipt of a PGW Downlink Triggering Notification message for which it can not find a UE context corresponding to the received IMSI, the MME/S4-SGSN shall send a PGW Downlink Triggering Acknowledge message with the rejection cause code "Context Not Found" to the SGW to inform the SGW that the PGW Downlink Triggering Notification message has been received by the MME/S4-SGSN. If the PGW Downlink Triggering Notification message contains an MME/S4-SGSN identifier, the MME/S4-SGSN shall also include the IMSI and the MME/S4-SGSN identifier in the PGW Downlink Triggering Acknowledge message.

Upon receipt of a PGW Downlink Triggering Notification message for which it can find a UE context corresponding to the received IMSI, the MME/S4-SGSN shall send a PGW Downlink Triggering Acknowledge message back to the SGW with an acceptance cause code, and perform S-TMSI/P-TMSI paging as part of Network Initiated Service Request procedure as specified in subclause 5.3.4.3 of 3GPP TS 23.401 [15] and in subclause 6.12.1A of 3GPP TS 23.060 [5]. When receiving a Service Request message from the UE, the MME/S4-SGSN shall perform the SGW restoration procedure as specified in the subclause 27.2.2 with the addition that the MME/S4-SGSN shall include the MME/S4-SGSN identifier IE in the create session request message.
27.2.3.3
SGW procedure

During normal mode of operation (i.e. before SGW failure with/without restart):

The SGW shall forward the MME/S4-SGSN identifier IE to the PGW in existing signalling over the S5 interface if it is received over S11/S4 interface.

During SGW restoration procedure:
Upon receipt of a PGW Downlink Triggering Notification message (or a PMIP Update Notification message with the Notification Reason set to "PGW Downlink Trigger Notification") from a PGW, the SGW shall send the PGW Downlink Triggering Notification message to the MME/S4-SGSN identified by the MME/S4-SGSN identifier if present in the message. If no MME/S4-SGSN identifier is received from the PGW, the SGW shall send the PGW Downlink Triggering Notification message to all the MME/S4-SGSN within the MME/S4-SGSN pool as known by local configuration. The SGW shall then send a PGW Downlink Triggering Acknowledge message (or a PMIP Update Notification Acknowledgement message) back to the PGW with an acceptance cause code.

If the SGW receives a PGW Downlink Triggering Acknowledge message from an MME/S4-SGSN with the rejection cause code "Context Not Found" and with an IMSI and an MME/S4-SGSN identifier, the SGW shall then send a PGW Downlink Triggering Notification message, including the IMSI (as received in the PGW Downlink Triggering Acknowledge message), to all the MME/S4-SGSN within the MME/S4-SGSN pool as known by local configuration, except to the MME/S4-SGSN identified by the MME/S4-SGSN identifier received in the Downlink Triggering Acknowledge message.

The MME/S4-SGSN may have more than one IP address on the S11/S4 interface configured, but the PGW Downlink Triggering Notification should be sent only once per MME/S4-SGSN per local configuration in the SGW.
27.2.3.4
PGW procedure

During normal mode of operation (i.e. before SGW failure with/without restart):

The PGW shall store the MME/S4-SGSN identifier received in the last Create Session Request or Modify Bearer Request message (for GTP based S5) or Proxy Binding Update (for PMIP based S5) per PDN connection. If the PGW receives a Modify Bearer Request without MME/SGSN identifier, it shall delete the stored MME/S4-SGSN identifier.

NOTE 1:
This allows the PGW to have the serving MME/S4-SGSN address whenever there is S5 signalling message. However this cannot ensure that the PGW is always aware of the current serving MME/S4-SGSN address. E.g. during an inter-MME HO without SGW change, the current serving MME/S4-SGSN address will not be propagated to the PGW if there is no S5 signalling.

During SGW restoration procedure:
When downlink data packets or signalling other than an IP-CAN Session Termination Request arrives at the PGW, for a PDN connection associated with a failed SGW and that has not been restored yet (as specified in subclause 27.2.2), and the PDN connection is eligible for PGW initiated Downlink triggering based on operator's policies, e.g. for IMS PDN connection, the PGW shall proceed as follows:
-
the PGW shall select a SGW (i.e. the restarted or an alternative SGW) which supports the PGW triggered SGW restoration procedure, based on local configuration; 

-
for GTP-based S5, the PGW shall then send a PGW Downlink Triggering Notification message including the IMSI and the MME/S4-SGSN identifier if available;

-
for PMIP-based S5, the PGW shall then send an PMIP Update Notification message as specified in IETF RFC 7077 [26] to indicate it is a PGW initiated downlink triggering notification, including the IMSI and the MME/S4-SGSN Identifier when it is available; 

-
the PGW should not send a new PGW Downlink Triggering Notification message (for GTP-based S5) or Update Notification message (for PMIP-based S5) in very short time if it continues to receive subsequent downlink data or signaling for the same PDN connection. It is an implementation option how many times/how frequently the PGW should send subsequent PGW Downlink Triggering Notification message (for GTP-based S5) or Update Notification message (for PMIP-based S5) before discarding the downlink packets or rejecting signalling.
-
the PGW shall handle an IP-CAN Session Modification Request received from the PCRF  as specified in subclause B.3.14 of 3GPP TS 29.212 [25] as if the PDN connection had not been affected by the SGW failure i.e. was in a normal state . After accepting an IP-CAN session modification request, if the MME/S4-SGSN does not restore the PDN connection shortly after the PGW initiated triggering, the PGW shall report the modification failure to the PCRF with a cause as specified in subclause B.3.14 of 3GPP TS 29.212 [25]. 

The PGW shall behave as specified in subclause 27.2.2.3 if the PGW receives an IP-CAN Session Termination Request for a PDN connection associated with a failed SGW and that has not been restored yet.

NOTE 2:
To ensure the delivery of downlink data, it is implementation specific whether the PGW buffers or not the downlink data until the PDN connection is restored. The application functions e.g. P-CSCF for IMS, may also retransmit the data packets.

NOTE 3:
The operator policies for PDN connections eligible for restoration (i.e. to be maintained upon SGW failure as per subclause 27.2.2) and PDN connections eligible for PGW initiated downlink triggering may differ, i.e. the PDN connections eligible for PGW initiated downlink triggering may be a subset of the PDN connections eligible for restoration.

27.3
Restoration of PDN connections after an SGW failure for UEs with ISR
27.3.1
MME/S4-SGSN triggered SGW restoration for UEs with ISR

27.3.1.1
General
The requirement specified in subclause 27.3.1.2 shall apply on top of the MME/S4-SGSN triggered SGW restoration procedure specified in subclause 27.2.2 and the involved MME and S4-SGSN additionally support the ISR feature. 

NOTE:
The procedure in this subclause does not consider the case where one of ISR associated nodes, i.e. the MME or the S4-SGSN, does not support the MME/S4-SGSN triggered SGW restoration procedure. 
27.3.1.2
MME/S4-SGSN procedure

The MME/S4-SGSN shall restore the PDN connections of the affected UEs after the SGW failure as follows:
1)
for UEs initiating an intra MME/S4-SGSN TAU/RAU procedure: 

-
the MME/S4 SGSN shall perform the SGW relocation procedure as specified in subclause 27.2.2, and inform the UE in the related TAU/RAU Accept message to disable ISR as specified in 3GPP TS 23.401[15] and 3GPP TS 23.060 [5]. 
2)
for UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY state initiating a Service Request procedure: 

-
the MME/S4 SGSN shall perform the SGW relocation procedure as specified in subclause 27.2.2 and initiate the GUTI Relocation or P-TMSI Relocation procedure with a non-broadcast TAI or RAI to force the UE to perform the TAU/RAU procedure for ISR deactivation.
3)
for UEs in ECM-CONNECTED/PMM-CONNECTED/GPRS READY state engaged in any handover or inter MME/S4-SGSN TAU/RAU procedure: 

-
it shall be handled as specified in subclause 27.2.2.

4)
for UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY state which are not engaged in any Service Request or other mobility procedure: 

-
In networks supporting PGW triggered SGW restoration proactive paging of UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY state shall not be initiated.

The MME/S4-SGSN shall page the UE to bring the UE to ECM-CONNECTED/PMM-CONNECTED. If the paging is successful and the UE initiates the Service Request procedure, the MME/S4-SGSN shall perform the SGW relocation procedure as specified in subclause 27.2.2 and initiate the GUTI Relocation or P-TMSI Relocation Procedure with a non-broadcast TAI or RAI to force the UE to perform the TAU/RAU procedure for ISR deactivation as specified in subclause 5.3.4.3 of 3GPP TS 23.401[15]. If paging the UE fails, the MME or S4-SGSN should adjust its paging retransmission strategy (e.g. limit the number of short spaced retransmissions) to take into account the fact that the UE might be in GERAN/UTRAN or E-UTRAN coverage. If the associated MME/S4-SGSN receives ISR Status Indication with "deactivation Indication" from S4-SGSN/MME, the MME/S4-SGSN shall release the UE session locally. Otherwise after retrying the paging procedure, the MME/S4-SGSN may release locally the PDN connection context and UE MM context assuming the UE is in GERAN/UTRAN or E-UTRAN coverage area.

MME/S4-SGSN should handle UEs in ECM-CONNECTED/PMM-CONNECTED and involved in any handover or inter MME/S4-SGSN TAU/RAU procedure first before paging of UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY to minimise paging of UEs. Furthermore the sequence on how UEs in ECM-IDLE/PMM-IDLE/GPRS STANDBY can be paged to avoid overload are implementation dependent.
The MME/S4-SGSN which initiates the SGW restoration procedure should send ISR Status Indication with "ISR deactivation Indication" to the ISR associated S4-SGSN/MME to release the PDN connection context and UE MM context.
NOTE 1:
The PDN connection context and UE MM context can be released after the timer (T-Release-PDN timer), which is used for maintaining the context, expires, as specified in subclause 27.2.2.1. 
NOTE 2:
The MME will only perform the SGW reselection for the UEs camping on the LTE, ISR activated UEs can camp in the GERAN/UTRAN, so paging is needed.

The S4-SGSN will only perform the SGW reselection for the UEs camping on the GERAN/UTRAN, ISR activated UEs can camp in the LTE, so paging is needed.

NOTE 3:
It is the responsibility of the MME/S4-SGSN to avoid Paging Overload.
27.3.2
PGW triggered SGW restoration for UEs with ISR

27.3.2.1
General
The requirement specified in subclause 27.3.2.2 shall apply on top of the PGW triggered SGW restoration procedure specified in subclause 27.2.3 and the involved MME and S4-SGSN additionally support the ISR feature. 

NOTE:
The procedure in this subclause does not consider the case where one of ISR associated nodes, i.e. the MME or the S4-SGSN, does not support the PGW triggered SGW restoration procedure. 
27.3.2.2
MME/S4-SGSN procedure

If the MME/S4-SGSN receives a PGW Downlink Triggering Notification message containing MME/S4-SGSN Identifier from the SGW for those UEs affected by the failed SGW, the MME/S4-SGSN shall behave as specified in subclause 27.2.3.2 and additionally send ISR Status Indication message with "Paging Indication" over the S3 interface to the ISR associated S4-SGSN/MME over the existing GTP-C tunnel between the S4-SGSN and the MME. 

The ISR associated S4-SGSN/MME, which receives ISR Status Indication message with "Paging Indication", shall perform P-TMSI/S-TMSI paging as part of the Network Initiated Service Request procedure as specified in subclause 27.3.1.2. 
After the MME/S4-SGSN receiving NAS message Service Request, the MME/S4-SGSN shall behave as specified in the subclause 27.3.1.2.
* * * End of Change * * * *

