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1. Reason for Change
This Pseudo CR aims at specifying the requirements for the UD	SF function.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 29.891 v0.1.0.

* * * First Change * * * *
[bookmark: _Toc477445596][bookmark: _Toc477445603]6.9	Unstructured Data Storage Function Procedures and Services
This subclause will analyse the N18 interface from NF to UDSF. 
6.9.1	Requirements
The 5G system supports "stateless" NFs where the "compute" resource is decoupled from the "storage" resource. When NFs are implemented according to this architecture, they store and retrieve their unstructured data into/from a storage function: the Unstructured Data Storage Function (UDSF).
NOTE 1: 	Unstructured data doesn’t mean the data has no structure but rather that it doesn’t need to be specified by 3GPP CT4. The data of one NF is opaque for the UDSF, for the NFs of a different type (e.g. the AMF is a NF of a different type than the SMF) and for the NFs of the same type but from different vendors.
Figure 6.9-1 shows the data storage architecture for unstructured data.
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Figure 6.9-1: Data storage architecture for unstructured data from any NF
The requirements to the UDSF function are described below.
Data management requirements:
The NF shall be able to store and retrieve the data with the following basic operations:
-	Create data.
-	Read data.
-	Update data.
-	Delete data.
In addition the solution should support the following capabilities:
-	Transaction integrity.
-	Pessimistic locking.
If multiple instances of the same NF type and same vendor can read and write the same data, the following additional operations should be supported:
-	Subscribe to notifications of data change.
-	Notification of a data change.
Performance requirements:
The UDSF may be used to store data with very different characteristics and with different real time performance requirements ranging from low to very high ones.
The protocol used over N18 shall provide latency as low as possible.
Multiple logical storage spaces:
NFs of the same type and same vendor may need to store different data in different repositories. The UDSF shall support multiple logical storage spaces. Each logical storage unit shall have a unique identifier.
UDSF sharing:
CP NFs may share a UDSF for storing their respective unstructured data. NFs of the same type and vendor shall have one or more different logical storage spaces and it shall be possible to prevent NFs of another type or another vendor from accessing it. NFs of different types or of different vendors shall use different access keys.
Collocation with SDSF and UDR:
UDSF may be collocated with SDSF and/or with UDR.
Load and overload requirement:
The solution shall support load control mechanisms to allow an automatic distribution of the traffic load amongst the different instances of the UDSF.
The solution shall support overload control mechanisms to protect UDSF instance when they reach a congestion state and to request the NFs to throttle the requests sent to the UDSF.
Multiple data consistency levels:
Different NFs may require different data consistency levels.
Editor's note:	whether the consistency level shall be passed over the N18 reference point or used by the NF to select the UDSF and the logical storage space is FFS.
Security requirements:
Transport of messages between the NFs and UDSF should be protected.
Editor's note:	the exact level of protection (encryption and/or integrity protection) is FFS.
NF independent:
The architecture described in Figure 6.9-1 is applicable to any NF. The solution shall be independent from the NF type.

* * * End of Changes * * * *
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