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1. Introduction
CT4 is analyzing restoration procedures for CUPS
2. Reason for Change
For the different error scenarios, some open issues are covered by Editor's notes. 
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.844 1.0.0.
* * * First Change * * * *

5.1 
Introduction

The following subclauses analyse the Control plane and User plane node failure with and without restart for separated SGW, PGW and TDF.

The following subclauses also analyse the Control plane and User plane node partial failure for separated SGW and PGW.

* * * Next Change * * * *

5.2.2.1.1
Solution Description
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Figure 5.2.1.1-1: clear of sessions after SGW-C Restart

1)
When a SGW-C fails, all its session contexts affected by the failure become invalid and may be deleted. After it restarts, the SGW-C shall delete all session contexts affected by the restart that it may have stored. The SGW-C shall also increment a local restart counter and shall place local SGW-C restart counter value in all Echo requests/responses messages the SGW-C sends.

2)
When the SGW-U detects that the SGW-C has restarted, the SGW-U shall delete all session contexts affected by the SGW-C restart. When the SGW-U receives a GTP-U PDU from other nodes (such as PGW-U or eNB) with no user plane context exists, it shall discard the GTP-U PDU as decribed in 3GPP TS 29.281 [X] subclause 7.3.1. 


When the MME detects the SGW-C has restarted (such as relying on restart counter as specified in clause 18 "GTP-C based restart procedures" in 3GPP TS 23.007 [6]), it shall delete all PDN connection table data/MM bearer contexts associated with the SGW-C as well as freeing any internal MME resources associated with those PDN connections or maintain the bearers and MM contexts of the PDN connections affected by the SGW-C restart and eligible for restoration as specified in subclause 27 of 3GPP TS 23.007 [6] see figure 5.2.1.1-2.


When the PGW-C detects the SGW-C has restarted (such as relying on restart counter as specified in clause 18 "GTP-C based restart procedures" in 3GPP TS 23.007 [6]), it shall trigger the release of Sx session procedure to the PGW-U.
3)
The PGW-C sends the Sx Session Termination Request message to the PGW-U. The PGW-U shall delete all the Sx session contexts and release the corresponding user plane resource as requested by the PGW-C and then return the Sx Session Termination Response message to the PGW-C.

When the PGW-C supports Restoration of PDN connections after an SGW failure as specified in subclause 27 of 3GPP TS 23.007 [6] and maintain the bearers and MM contexts of the PDN connections affected by the SGW-C restart and eligible for restoration it shall initiate a Sx Session Modification Procedure to modify the FAR when PGW-C receives the Modify bearer request from the restarted SGW-C see figure 5.2.1.1-2  step 7 and 8. In addition the PGW-U or PGW-C (depending which node is configured to buffer data) shall buffer data until the Context in the SGW is established.

After an SGW-C restart: 
- if SGW-U and SGW-C supports Sx Association setup procedure initiated by the UP, the SGW-U may initiate the Sx Setup Procedure to the SGW-C. 
- If the user plane F-TEID is allocated by the SGW-C, the SGW-C should ensure as far as possible that previously allocated F-TEID values are not immediately reused after a SGW-C restart, in order to avoid inconsistent F-TEID allocation throughout the network.
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Figure 5.2.1.1-2: MME triggered SGW restoration after SGW-C restart
* * * Next Change * * * *

5.2.2.1.2
 Evaluation and conclusion

Pros:
-
No new impacts on the existing S11 / S5 interfaces and GTP-C protocol.

Cons:
-
All the affected PDN connections have to be re-established, resulting in potential signalling storm on S5 and S11. But the PDN connections do only need to be modified to restore the SGW when the restoration of PDN connections after an SGW failure as specified in subclause 27 of 3GPP TS 23.007 [6] is supported.
* * * Next Change * * * *

5.2.3.1.1
 Solution Description
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Figure 5.2.3.1-1: SGW-C failure without restart, clear resources
1)
When a SGW-C fails and does not restart, all its session contexts affected by the failure become invalid and may be deleted.
2)
When the SGW-U detects that the SGW-C does not reply to any message, after an operator specific time the SGW-U shall interpret this as path failure and delete all session contexts affected by the SGW-C failure. When the SGW-U receives a GTP-U PDU from other nodes (such as eNB, PGW-U) for which no user plane context exists, it shall discard the GTP-U PDU as described in 3GPP TS 29.281 [X] subclause 7.3.1. 


When the MME detects that a peer SGW-C has failed it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that has failed as well as freeing any internal MME resources associated with those PDN connections. The MME may optionally perform other implementation specific actions such as to clear external resources (e.g. S1-MME messages to clear eNB resources) or more advanced forms of restoration; 
3)
When a PGW-C detects that a peer SGW-C has failed it shall delete all PDN connection table data/MM bearer contexts associated with the peer node that fails as well as freeing any internal PGW-C resources associated with those PDN connections The PGW-C shall initiate Sx session termination request messages to all PGW-U effected by the SGW-C failure. The PGW-C may perform other implementation specific actions such as messages to clear other external resources (e.g. PCC messages); 

Figure 5.2.3.1-2 shows when the PGW-C supports Restoration of PDN connections after an SGW failure as specified in subclause 27 of 3GPP TS 23.007 [6] and maintain the bearers and MM contexts of the PDN connections affected by the SGW-C failure and eligible for restoration it shall initiate a Sx Session Modification Procedure to modify the FAR, when the PGW-C receives the Modify bearer request from the restarted SGW-C see figure 5.2.3.1-2  step 7 and 8. In addition the PGW-U or PGW-C (depending which node is configured to buffer data) shall buffer data until the Context in the SGW is established or the PGW-C initiates the termination of the session as specified in subclause 27 of 3GPP TS 23.007 [6].
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Figure 5.2.3.1-2: MME triggered SGW restoration after SGW-C Failure
5.2.3.1.2
 Evaluation and conclusion

Pros:
-
No new impacts on the existing S11 / S5 /S4 interfaces and GTP-C protocol.

Cons:
-
All the affected PDN connections have to be re-established, resulting in potential signalling storm on Sxa, Sxb, S4, S5 and S11.

* * * Next Change * * * *

5.3.2.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U with a restart, the SGW-C or optionally the SGW-U shall initiatethe Sx association establishment when the SGW-U has restarted.The SGW-C shall wait for the restarted SGW-U to notify the SGW-C when it receives downlink or uplink GTP-U packets for which it does not have a session. 
After establishment of an Sx association between the SGW-C and the SGW-U a user plane may be establish to forward packets for which the SGW-U does not have a session (matching PDR). The SGW-C shall check if it has an ongoing session for this packet, if so initiate the establishment of the session in the SGW-U.

Alternatively, the SGW-C may also start restoring prioritary sessions in the SGW-U after the SGW-U restart, while also restoring other sessions upon receipt of User Plane packets from the SGW-U.
NOTE:
It is an implementation choice if reactive or proactive solution is supported in the nodes. The UP may signal its capability to support the reactive approach and then it is CP's choice which solution to perform or possibly both. E.g. the CP activates reactive approach by activating a "wildcarded" PDR in the UP which forwards packets to CP when there is no other PDR matching.
The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted SGW-U:
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Figure 5.3.2.1.1-1: Session Restoration after SGW-U Failure with Restart

1)
The restarted SGW-U receives an uplink or downlink GTP-U packet on the S1-U or the S5-U interface for which the SGW-U does not have a session. It is expected that a restarted SGW-U takes the same end point addresses on both S5 and S1 interfaces as it had before the failure.

2)
If the SGW-U knows that the SGW-C supports buffering, then the SGW-U shall forward the packet to the SGW-C in an encapsulated tunnel. The outer encapsulation (F-TEID assigned by the SGW-C) shall identify that the packet is sent to the SGW-C due to a missing session at the SGW-U. The inner payload shall be exactly same as the packet received in step 1. The SGW-C shall use the identifiers (GTP-U TEID) in the inner payload to identify the bearer context for which session re-creation at SGW-U is needed. If the SGW-U knows that the SGW-C does not support buffering and if the SGW-U supports buffering, then the SGW-U may only forward the first packet of the received packets, inside the encapsulated tunnel for the SGW-C to use the header information to identify the session that needs to be restored on the SGW-U.

NOTE 1:
If the SGW-U is connected to multiple SGW-C, then the SGW-C responsible shall be identified by using the GTP-U FTEID pool to which the destination TEID of the incoming packet belongs.

 NOTE 2:
It is assumed that when multiple SGW-C interfaces with a SGW-U there is some logical partitioning of TEID space each SGW-C is responsible for allocating, if the TEID allocation function is in the SGW-C.

NOTE 3:
Whether the SGW-U forwards only the first packet or all the packets until session restoration to the SGW-C is based on the SGW-U's knowledge of SGW-C's buffering capability.

3)
If the SGW-C supports buffering, then the SGW-C shall buffer the packet until the session is re-created at the SGW-U.

4)
The SGW-C shall recreate the Sx session at the SGW-U by using the Sx Session Establishment Request.

If the recreation of the Sx session at the SGW-U fails, the SGW-C may initiate the release of the session towards the MME/SGSN and PGW.

If the SGW-C does  not find any PDR active matching the packets received the SGW-C shall discard the received packets.

5)
Once the SGW-U accepts the session creation and if the SGW-C has buffered the packet, then the SGW-C shall forward the buffered packet to the SGW-U. The forwarded packet will be exactly same as how the packet was received by the SGW-U in step 1.

6)
The SGW-U, having the Sx session re-established, shall forward the received GTP-U packet to the peer GTP-U entity.

If the SGW-U had failed without a restart and if another SGW-U can be configured with the same GTP-U end point addresses as the failed SGW-U, then the above solution can be used for a SGW-U failure without restart as well.

If multiple SGW-C's connect to a SGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple SGW-C's even when the FTEID allocation by user plane is used.
If F-TEID allocation is performed in the SGW-U, the SGW-C shall maintain a list of F-TEIDs allocated by the SGW-U. If the SGW-U restarts, the SGW-C shall provide the list of F-TEIDs used before the restart during the Sx Association setup. The SGW-C shall use these F-TEID when recreating the sessions. The SGW-U shall not use the F-TEIDs provided by the SGW-C when assigning new F-TEIDs. If the F-TEIDs provided during Sx association setup are not reused after a predefined time (provided by the CP function together with the F-TEIDs during the Sx association setup), the SGW-U shall delete the list. As the user plane F-TEID pool is partitioned in the SGW-U across the multiple SGW-Cs, the SGW-U does not need to wait for the re-establishment of all the Sx associations from all SGW-Cs to start assigning new F-TEID for new Sx sessions for a particular SGW-C.
* * * Next Change * * * *

5.3.3.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.3.3.1.1-1: Session Restoration after SGW-U Failure without Restart

1)
The SGW-C detects that the SGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed SGW-U, the SGW-C identifies and select a new SGW-U entity that can take up the user plane sessions lost from the failed SGW-U. The SGW-C shall follow the procedures identified in subclause 5.12 of 3GPP TS 23.214 [7] for selection of user plane entity by the control plane for this purpose. If the failed SGW-U supports multiple GTP-U end point addresses, then the SGW-C can potentially migrate each of those GTP-U endpoint address and the list of user plane sessions using that GTP-U endpoint address to a different SGW-U.

2)
The SGW-C instructs the selected SGW-U to take up the given GTP-U end point address(es) with Sx Association Update Procedure, which is same as the GTP-U end point address(es) of the failed SGW-U.

In addition if F-TEID allocation is performed by SGW-U, 
the SGW-C shall provide the list of F-TEIDs (for the given GTP-U end point address(es)) used before the failure during the Sx Association Update procedure to the SGW-U.

Once the selected SGW-U is instructed to take up a GTP-U end point address, the SGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3)
The SGW-C recreates the user plane sessions that were on the failed SGW-U on the selected SGW-U by using the Sx session management procedures, according to the principles specified in subclause 5.3.2.1 for SGW-U Failure With Restart. 
5.3.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S11 / S5 interfaces and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTP-U end-point and S1 GTP-U addresses can be re-created only in their entirety. This requires a new SGW-U to be available to take up all the sessions from the failed GTP-U endpoint of a SGW-U.

-
If existing SGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTP-U end point addresses. In order to recreate sessions on an existing healthy SGW-U, a logical partition needs to be created on that SGW-U and that partition needs to be created with a logical interface having the specified GTP-U end point address. Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTP-U and the same S1U end-point addresses.
* * * Next Change * * * *

5.5.2.1.1
Solution Description

When the PGW-C detects the failure of a PGW-U with a restart, the PGW-C or optionally the PGW-U shall initiate the Sx association establishment when the PGW-U has restarted. The PGW-C shall wait for the restarted PGW-U to notify the PGW-C when it receives downlink IP packets or uplink GTP-U packets for which it doesn’t have a session. 
After establishment of an Sx association between the PGW-C and the PGW-U, a user plane may be established to forward packets for which the PGW-U does not have a session. The PGW-C shall check if it has an ongoing session for this packet, if so initiate the establishment of the session in the PGW-U.

Alternatively, the PGW-C may also start restoring prioritary sessions in the PGW-U after the PGW-U restart, while also restoring other sessions upon receipt of User Plane packets from the PGW-U.

NOTE:
It is an implementation choice if reactive or proactive  solution is supported in the nodes. The UP may signal its capability to support the reactive approach and  then it is CP's choice which solution to perform or possibly both. E.g. the CP activates reactive approach by activating a "wildcarded" PDR in the UP which forwards packets to CP when there is no other PDR matching.
The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted PGW-U:
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Figure 5.5.2.1.1-1: Session Restoration after PGW-U Failure with Restart

1)
The restarted PGW-U receives an uplink GTP-U packet or a downlink IP packet on the S5-U or the SGi interface respectively for which the PGW-U does not have a session. It is expected that a restarted PGW-U takes the same end point addresses on both SGi and S5 interfaces as it had before the failure.

2)
If the PGW-U knows that the PGW-C supports buffering, then the PGW-U shall forward the full packet to the PGW-C in an encapsulated tunnel. The outer encapsulation (F-TEID assigned by the PGW-C) shall identify that the inner packet is sent to the PGW-C due to a missing session at the PGW-U. For PDNs with overlapping IP address ranges, the PGW-U shall also indicate the PDN instance for which the packet was received. The PGW-C shall use the header of the inner payload to identify the PDN or bearer session to which it belongs. If the PGW-U knows that the PGW-C does not support buffering and if the PGW-U supports buffering, then the PGW-U  may only forward  the first of the received packets, inside the encapsulated tunnel for the PGW-C to use the header information to identify the session (based on active PDRs) that needs to be restored on the PGW-U.

NOTE 1: If the PGW-U is connected to multiple PGW-C, then the PGW-C responsible shall be identified by using the IP pool to which the destination IP address of the incoming downlink packet belongs or by using the GTP-U FTEID pool to which the destination TEID of the incoming uplink packet belongs.

 NOTE 2:
It is assumed that when multiple PGW-C interfaces with a PGW-U there is some logical partitioning of IP address space and TEID space each PGW-C is responsible for allocating.

NOTE 3:
Whether the PGW-U forwards only the first packet or all the packets until session restoration to the PGW-C is based on the PGW-U's knowledge of PGW-C's buffering capability. 

Editor's note:
 it is FFS how the PGW-U signals the PDN instance to the PGW-C.


A PGW-U may either be configured which PGW-C are allowed to establish an association or a PGW-U shall store the Node ID(s) (e.g. in non volatile memory) of the PGW-C(s) which have established an Sx association so that the PGW-U knows after restart which PGW-C may have initiated an Sx session setup. A PGW-U supporting Sx association setup shall  establish  Sx association to these PGW-C(s) other wise  it  shall send heartbeat request messages to these PGW-C(s). If a PGW-U receives a packet after restart for which it does not have an active session it shall forward the packet to the PGW-C(s) which may have established an Sx session to the PGW-U and have an Sx association established.
3)
If the PGW-C supports buffering, the PGW-C shall buffer the packet until the session is re-created at the PGW-U.

4)
The PGW-C shall recreate the Sx session at the PGW-U by using the Sx Session Establishment Request


If recreation of the Sx session at the PGW-U fails, the PGW-C may initiate the release of the session toward the SGW and the MME/SGSN.

If the PGW-C does not find any PDR active matching the packets received the PGW-C shall discard the received packets.

5)
Once the PGW-U accepts the session creation and if the PGW-C has buffered the packet, then the PGW-C shall forward the buffered packet to the PGW-U. The forwarded packet will be exactly same as how the packet was received by the PGW-U in step 1.

6)
The PGW-U, having the Sx session re-established, shall forward the received IP packet to the peer GTP-U entity in the case of downlink data transfer and shall forward the received inner payload inside the GTP-U packet to the SGi side after stripping the GTP-U header in the case of uplink data transfer.

If the PGW-U had failed without a restart and if another PGW-U can be configured with the same IP and GTP-U end point addresses as the failed PGW-U, then the above solution can be used for a PGW-U failure without restart as well.

If multiple PGW-C's connect to a PGW-U, then this solution requires that the user plane F-TEID pool be partitioned across the multiple PGW-C's even when the F-TEID allocation by user plane is used.
If F-TEID allocation is performed in the PGW-U, the PGW-C shall maintain a list of F-TEIDs allocated by the PGW-U. If the PGW-U restarts, the PGW-C shall provide the list of F-TEIDs used before the restart during the Sx Association setup. The PGW-C shall use these F-TEID when recreating the sessions. The PGW-U shall not use the F-TEIDs provided by the PGW-C when assigning new F-TEIDs. If the F-TEIDs provided during Sx association setup are not reused after a predefined time (provided by the CP function together with the F-TEIDs during the Sx association setup), the PGW-U shall delete the list. As the user plane F-TEID pool is partitioned in the PGW-U across the multiple PGW-Cs, the PGW-U does not need to wait for the re-establishment of all the Sx associations from all PGW-Cs to start assigning new F-TEID for new Sx sessions for a particular PGW-C.

5.5.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

-
Session recreation is naturally paced as and when uplink or downlink packets arrive at the PGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
PGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTP-U errors like missing sessions as well, and avoid PGW-U generating GTP-U error indications.

Cons:
-
If the buffering is done at the PGW-C, then there is a short duration during which PGW-C has to buffer the packet. 
-
may cause a lot of user plane packets to be forwarded to the PGW-C if the PGW-U forwards to the PGW-C all the incoming packets without any existing session (e.g. for all the on-going VoLTE sessions). PGW-C receives user plane packets until all sessions are restored.

-
the solution requires F-TEID partitioning (among the PGW-Cs controlling the PGW-U) when F-TEID is allocated by the PGW-U. 

-
the solution requires the F-TEID partitioning (among the PGW-Cs controlling the PGW-U) to be known by the PGW-U (be the F-TEID allocated by the PGW-C or PGW-U).

-
the solution requires the IP address pool partitioning (among the PGW-Cs controlling the PGW-U) to be known by the PGW-U.

-
may result in delaying the restoration of prioritary Sx sessions (e.g. emergency PDN connections, eMPS or IMS sessions) until incoming packets are received for that session (if the solution does not support the option for the PGW-C to start restoring prioritary sessions after the PGW-U restart).

* * * Next Change * * * *

5.5.3.1.1
Solution Description

When the PGW-C detects the failure of an PGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.5.3.1.1-1: Session Restoration after PGW-U Failure without Restart

1)
The PGW-C detects that the PGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed PGW-U, the PGW-C identifies and select a new PGW-U entity that can take up the user plane sessions lost from the failed PGW-U. The PGW-C shall follow the procedures identified in subclause 5.12 of 3GPP TS 23.214 [7] for selection of user plane entity by the control plane for this purpose. If the failed PGW-U supports multiple GTP-U end point addresses, then the PGW-C can potentially migrate each of those GTP-U endpoint address and the list of user plane sessions using that GTP-U endpoint address to a different PGW-U. In such a case it is assumed that the user plane sessions that share the same S5 GTP-U endpoint have their PDN addresses allocated from the same IP sub-pool in the failed PGW-U.

2)
The PGW-C instructs the selected PGW-U to take up the given GTP-U end point address(es) with Sx Association Update Procedure, which is same as the GTP-U end point address(es) of the failed PGW-U. The PGW-C also instructs the selected PGW-U to own the IP pool(s) that the PDN addresses of the user plane sessions to be restored share.
In addition if F-TEID allocation is performed by PGW-U, 
the PGW-C shall provide the list of F-TEIDs (for the given GTP-U end point address(es)) used before the failure during the Sx Association Update procedure to the PGW-U.

Once the selected PGW-U is instructed to take up a GTP-U end point address(es), the PGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

Similarly, the PGW-C shall advertise that the new PGW-U is owning the IP pool(s) that was owned by the failed PGW-U earlier, to the upstream IP routers, so that the upstream routers forward the downlink IP packets to the right PGW-U. The PGW-C may use mechanisms like BGP updates, as specified in IETF RFC 4271 [4] for this. BGP updates may cause routing convergence delays in the upstream routers. There could also be other mechanisms that could be used for updating the upstream routers. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3)
The PGW-C recreates the user plane sessions that were on the failed PGW-U on the selected PGW-U by using the Sx session management procedures, according to the principles specified in subclause 5.5.2.1 for PGW-U Failure With Restart. 
5.5.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTP-U end-point address can be re-created only in their entirety. This requires a new PGW-U to be available to take up all the sessions from the failed GTP-U endpoint of a PGW-U.

-
If existing PGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTP-U end point addresses. In order to recreate sessions on an existing healthy PGW-U, a logical partition needs to be created on that PGW-U and that partition needs to be created with a logical interface having the specified GTP-U end point address(es). Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTP-U end-point address.

* * * Next Change * * * *

5.7.2.1.1
Solution Description

When the TDF-C detects the failure of a TDF-U with a restart, the TDF-C or optionally the TDF-U shall initiate the Sx association establishment when the TDF-U has restarted. the TDF-C may wait for the restarted TDF-U to forward downlink IP packets or uplink IP packets for which it doesn’t have a session. 

After establishment of an Sx association between the TDF-C and the TDF-U the TDF-U may establish a user plane to forward packets for which the TDF-U does not have a session. The TDF-C shall check if it has an ongoing session  for this packet, if so initiate the establishment of the session.

Alternatively, the TDF-C may also start restoring prioritized sessions in the TDF-U after the TDF-U restart, while also restoring other sessions upon receipt of User Plane packets from the TDF-U.
NOTE:
It is an implementation choice if reactive or proactive solution is supported in the nodes. The UP may signal its capability to support the reactive approach and then it is CP's choice which solution to perform or possibly both. E.g. the CP activates reactive approach by activating a "wildcarded" PDR in the UP which forwards packets to CP when there is no other PDR matching.
The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted TDF-U:
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Figure 5.7.2.1.1-1: Session Restoration after TDF-U Failure with Restart

1)
The restarted TDF-U receives an uplink or a downlink IP packet on the SGi interface respectively for which the TDF-U does not have a session. It is expected that a restarted TDF-U takes the same end point addresses on both SGi interfaces as it had before the failure.

2)
If the TDF-U knows that the TDF-C supports buffering, then the TDF-U shall forward the full packet to the TDF-C in an encapsulated tunnel. The outer encapsulation shall identify that the inner packet is sent to the TDF-C due to a missing session at the TDF-U. If the TDF-U knows that the TDF-C does not support buffering and if the TDF-U supports buffering, then the TDF-U shall forward only the header of the received packet, inside the encapsulated tunnel for the TDF-C to use the header information to identify the session that needs to be restored on the TDF-U.

NOTE 1:
Whether the TDF-U forwards only the first packet or all the packets until session restoration to the TDF-C is based on the TDF-U's knowledge of TDF-C's buffering capability. 


A TDF-U may either be configured which TDF-C are allowed to establish an association or a TDF-U shall store the Node ID(s) (e.g. in non volatile memory) of the TDF-C(s) which have established an Sx association so that the TDF-U knows after restart which TDF-C may have initiated an Sx session setup. A TDF-U supporting Sx association setup shall  establish  Sx association to these PGW-C(s) otherwise it shall send heartbeat request messages to these TDF-C(s). If a TDF-U receives a packet after restart for which it does not have an active session it shall forward the packet to the TDF-C(s) which may have established an Sx session to the TDF-U and have an Sx association established.

3)
If the TDF-C supports buffering, the TDF-C shall buffer the packet until the session is re-created at the TDF-U.

4)
The TDF-C shall recreate the Sx session at the TDF-U by using the Sx Session Establishment Request
NOTE2:
If the TDF-C receives many triggers to restore sessions, the TDF can pace session restoration.

If recreation of the Sx session at the TDF-U fails, the TDF-C may initiate the termination of the session.

If the TDF-C does not find any PDR active matching the packets received the TDF-C shall discard the received packets.

5)
Once the TDF-U accepts the session creation and if the TDF-C has buffered the packet, then the TDF-C shall forward the buffered packet to the TDF-U. The forwarded packet will be exactly same as how the packet was received by the TDF-U in step 1.

6)
The TDF-U, having the Sx session re-established, shall forward the received IP packet to the peer IP session entity.
If the TDF-U had failed without a restart and if another TDF-U can be configured with the same IP end point addresses as the failed TDF-U, then the above solution can be used for a TDF-U failure without restart as well.

If multiple TDF-C's connect to a TDF-U, then this solution requires that the user plane IP address pool be partitioned across the multiple TDF-C's.
5.7.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
Session recreation is performed when uplink or downlink packets arrive at the TDF-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
TDF-U needs to support handling error scenarios like missing sessions. 

Cons:
-
If the buffering is done at the TDF-C, then there is a short duration during which TDF-C has to buffer the packet. 
-
may cause a lot of user plane packets to be forwarded to the TDF-C if the TDF-U forwards to the TDF-C all the incoming packets without any existing session (e.g. for all the on-going VoLTE sessions). TDF-C receives user plane packets until all sessions are restored.

-
may result in delaying the restoration of prioritized Sx sessions (e.g. emergency PDN connections, eMPS or IMS sessions) until incoming packets are received for that session (if the solution does not support the option for the TDF-C to start restoring prioritary sessions after the TDF-U restart).

* * * Next Change * * * *

5.8.2
Solution 1 - Based on the timestamp of the restart 

Across PFCP based interfaces a SGW-C, SGW-U, PGW-C, PGW-U, TDF-C, TDF-U, Combined SGW/PGW-C and Combined SGW/PGW-U, utilize either Sx node related messages containing the Recovery Information Element to detect and handle a restart.

A PFCP entity shall maintain the Recovery Information for its own and for each peer with which the entity is in contact. 

After a PFCP entity has restarted, it shall set the Recovery Information for its own with the current UTC time and shall clear any Recovery Information for all its remote peers. 

A PFCP entity may probe the liveliness of each peer with which it is in contact by sending an Sx node related message or an Sx session related message. 
Editor's Note: It is FFS whether the Recovery Information is associated to the Source IP address or Node ID. 

A PFCP entity that receives a Recovery Information Element in an Sx node related message or an Sx session related message from a peer, shall compare the received remote Recovery Information value with the previous Recovery Information value stored for that peer entity: 

-
If no previous value was stored, the Recovery Information value received shall be stored for the peer.

-
If the value of a Recovery Information previously stored for a peer is smaller than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates that the entity that sent the Sx node related message or Sx session related message has restarted. The received new Recovery Information value shall be stored by the receiving entity, replacing the value previously stored for the peer. The Sx node related message or Sx session related message shall be handled.

-
If the value of a Recovery Information previously stored for a peer is larger than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates a possible race condition (newer message arriving before the older one). The received Sx node related message or Sx session related messages, and new Recovery Information value shall be discarded and an error may be logged.

* * * Next Change * * * *

5.11.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes

5.11.2.1
 Solution Description
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Figure 5.11.2.1-1: Re-establish affected Sx sessions after the SGW-U partial failure
1)
When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers. An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure. To be able to handle the SGW-U partial failure, the SGW-C shall store the SGW-U FQ-CSID as indicated in the step 3.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2)
When an SGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the SGW-U shall perform the following. The SGW-U may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3)
Step a, the SGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected SGW-C, the SGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all the retrieved Sx Sessions to be restored.

As a response, the SGW-C shall send an Sx Session Set Deletion Response message to the SGW-U.

4)
Step b, the SGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session. 

As a response, the SGW-U shall send a Sx Session Establishment Response message to the SGW-C for each Sx Session.

Before the affected Sx session is re-established, the received user plane packets will be dropped unless default PDR(s) for handling of unmatched user plane packets is assigned. If the affected Sx session cannot be re-established successfully, the corresponding PDN connection may be re-established.

5.11.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the SGW-C as many Sx sessions are affected by the partial failure of the SGW-U if default PDRs for handling of unmatched user plane packets are assigned.

Cons:
-
The SGW-C is required to store the FQ-CSID allocated by the SGW-U to handle the possible partial failure on the user plane node. 
5.12 
Solutions for PGW-U partial failure
5.12.1
Introduction

This section describes solutions for PGW-U partial failure.

5.12.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes

5.12.2.1
Solution Description
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Figure 5.12.2.1-1: Re-establish affected Sx sessions after the PGW-U partial failure
1)
When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers. An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure. To be able to handle the PGW-U partial failure, the PGW-C shall store the PGW-U FQ-CSID as indicated in the step 6.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2)
When a PGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the PGW-U shall perform the following. The PGW-U may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3)
Step a, the PGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected PGW-C, the PGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all these Sx sessions to be restored.

As a response, the PGW-C shall send an Sx Session Set Deletion Response message to the PGW-U.

4)
Step b, the PGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session to the PGW-U. 

As a response, the PGW-U shall send a Sx Session Establishment Response message to the PGW-C for each Sx Session.

Before the affected Sx session is re-established, the received user plane packets will be dropped unless default PDR(s) for handling of unmatched user plane packets is assigned. If the affected Sx session cannot be re-established successfully, the corresponding PDN connection may be re-established. 

5.12.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the PGW-C as many Sx sessions are affected by the partial failure of the PGW-U if default PDR(s) for handling of unmatched user plane packets are assigned.

Cons:
-
The PGW-C is required to store the FQ-CSID allocated by the PGW-U to handle the possible partial failure on the user plane node.
* * * End of Changes * * * *
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