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1. Introduction
The partial failure feature is specified in clause 23 of 3GPP TS 23.007 [6], and the feature is applicable for the MME, SGW, ePDG, TWAN and PGW. This contribution addresses the possible impact on the partial failure feature when the control plane function and user plane function are separated for the SGW and PGW.  
2. Reason for Change
As specified in subclause 23 of 3GPP TS 23.007:
A partial failure handling feature may be used when a hardware or software failure affects a significant number of PDN connections while a significant number of PDN connections are unaffected.
When it is impossible to recover the affected PDN connections (for example, using implementation-specific session redundancy procedures), it is useful to inform the peer nodes about the affected PDN connections for recovery on the peer nodes. Such a notification could be performed using an identifier that represents a large set of PDN connections rather than on individual PDN connection basis.
A PDN Connection Set Identifier (CSID) shall identify a set of PDN connections within a node that may belong to an arbitrary number of UEs. A CSID is an opaque parameter local to a node. Each node that supports the feature maintains a local mapping of CSID to its internal resources. When one or more of those resources fail, the corresponding one or more fully qualified CSIDs are signalled to the peer nodes. 

The fully qualified CSID (FQ-CSID) is the combination of the node identity and the CSID assigned by the node which together globally identifies a set of PDN connections.
The separation of the control plane and user plane does not reduce the possibilities of occurrence of the partial failure, it is reasonable to extend the support of partial failure feature to the user plane function. 
In addition, the partial failure feature may be useful and important even if it is supported only over Sxa interface or Sxb interface to take care of the partial failure on the control plane.
In the legacy SGW and PGW, if partial failure takes place and if the partial failure feature is not deployed, such failure can be detected when the control plane signaling takes place for the affected PDN connections, or at receiving UL/DL user plane payload, where the GTP error indication is effectively used to delete the hanging bearer resource. The latter makes sure that the failure will be detected if there is any payload, so there is no much loss from operator point of view. 
However, when the control plane and user plane is separated, if there is a partial failure on the control plane, there is no way to delete the corresponding hanging resource in the user plane until the user plane attempt to contact the control plane for the affect the Sx sessions. Such report signaling may be very infrequent. 
The same, when there is a partial failure on the UP functions, there is no way to inform the control plane; the received user data which belong to the affected Sx session will be either dropped, or forwarded to the CP function if such PDR is configured, which leads high processing load on the CP function to processing those user plane packets. 
3. Conclusions

It is proposed that add partial failure support for Sxa and Sxb interfaces.
4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.844-v0.3.0.
* * * First Change * * * *
5.1 
Introduction

The following subclauses analyse the Control plane and User plane node failure with and without restart for separated SGW, PGW and TDF.
The following subclauses also analyse the Control plane and User plane node partial failure for separated SGW, PGW.
Editor's Note:
add further common information for restoration.

* * * Next Change * * * *

5.x 
Solutions for SGW-C partial failure
5.x.1
Introduction

This section describes solutions for SGW-C partial failure.

5.x.2
Solution 1: storing FQ-CSID of control plane nodes in the user plane function
5.x.2.1
Solution Description
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Figure 5.x.2.1-1: Delete affected PDN Connections and their corresponding Sx session after the SGW-C partial failure
1)  When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers.  An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature, including the MME, the SGW-C, the SGW-U, the PGW-C, and PGW-U, shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure.
2) NOTE 1: The FQ-CSID allocated by a SGW-U or a PGW-U need not be populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes. See relevant subclause for the user plane partial failure. 
3) NOTE 2: 
It is useful that SGW-U stores the FQ-CSID allocated by the PGW-C when the PGW-U doesn't support the partial failure. In such case, the hanging PGW-U resource may get released by receiving GTP error indication from the SGW-U since the corresponding Sx sessions affected by the PGW-C partial failure are deleted.
4) When an SGW-C detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the SGW-C shall perform the following. The SGW-C may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

5) Step a, the SGW-C sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected SGW-U, the SGW-U shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message. The SGW-U shall delete all the retrieved Sx Sessions, free the associated internal resources.
As a response, the SGW-U shall send an Sx Session Set Deletion Response message to the SGW-C.
6) Step b, the SGW-C sends also a GTPv2 message Delete PDN Connection Set Request including a list of FQ-CSID(s) identifying the failed unit(s) to the MME. 
When an MME receives a GTPv2 Delete PDN Connection Set Request message from an SGW, the MME shall retrieve all the PDN connections corresponding to each of the FQ-CSID(s) present in the message. The MME shall delete all the retrieved PDN connections and the associated resources. Other implementation-specific actions may be performed.
As a response, the MME shall send a GTPv2 Delete PDN Connection Set Response message to the SGW-C.
7) Step c and c1, the SGW-C sends also a GTPv2 message Delete PDN Connection Set Request including a list of FQ-CSID(s) identifying the failed unit(s) to the PGW-C.
When a PGW-C receives a GTPv2 Delete PDN Connection Set Request, the PGW-C shall retrieve all the PDN connections corresponding to each of the FQ-CSIDs present in the message. The PGW-C shall send an Sx Session Set Deletion Request message including a list of FQ-CSID(s) identifying the failed unit(s) to the affected PGW-U, the PGW-U shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message. The SGW-U shall delete all the retrieved Sx Sessions, free the associated internal resources. As a response, the PGW-U shall send a Sx message Delete Sx Session Set Response message. 

After receiving the Sx message Delete Sx Session Set Response, the PGW-C deletes all the retrieved PDN connections and the associated resources.
 
As a response, the PGW-C shall send a GTPv2 Delete PDN Connection Set Response message to the SGW-C.

5.x.2.2
 Evaluation and conclusion

Pros:
-
 Reduce massive signalling to notify a partial failure to the peers for each of affected PDN Connections and its corresponding Sx sessions if the SGW-C has stored the PDN connection / Sx session context in a persistent memory which can survive from the partial failure (i.e. the SGW-C can send Sx session deletion request per Sx session for all Sx sessions affected by the partial failure.
-
Otherwise, can Efficiently delete of the affected user plane resource if there is a partial failure on the other node, especially for the partial failure on the its controlling CP function, i.e. on the SGW-C.  
Cons:
· 
The SGW-U is required at least to store the FQ-CSID allocated by the SGW-C to handle the possible partial failure on the control plane node. Optionally The SGW-U may store the FQ-CSID allocated by the MME and PGW-C if the partial failure is supported in other nodes. 
* * * Next Change * * * *

5.y 
Solutions for PGW-C partial failure
5.y.1
Introduction

This section describes solutions for PGW-C partial failure.

5.y.2
Solution 1: storing FQ-CSID of control plane nodes in the user plane function
5.y.2.1
Solution Description
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Figure 5.y.2.1-1: Delete affected PDN Connections and their corresponding Sx session after the PGW-C partial failure
1)  When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers.  An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature, including the MME, the SGW-C, the SGW-U, the PGW-C, and PGW-U, shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure.

NOTE 1: 
The FQ-CSID allocated by a SGW-U or a PGW-U need not be populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes. See relevant subclause for the user plane partial failure. 
NOTE 2: 
It is useful that PGW-U stores the FQ-CSID allocated by the SGW-C when the SGW-U doesn't support the partial failure, in this case, the hanging SGW-U resource may get released by receiving GTP error indication from the PGW-U since the corresponding Sx sessions affected by the SGW-C partial failure are deleted. 
2) When an PGW-C detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the PGW-C shall perform the following. The PGW-C may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3) Step a, the PGW-C sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected PGW-U, the PGW-U shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message. The PGW-U shall delete all the retrieved Sx Sessions, free the associated internal resources.

As a response, the PGW-U shall send an Sx Session Set Deletion Response message to the PGW-C.

4) Step b and b1, the PGW-C sends also a GTPv2 message Delete PDN Connection Set Request including a list of FQ-CSID(s) identifying the failed unit(s) to the SGW-C.

When a SGW-C receives a GTPv2 Delete PDN Connection Set Request, the SGW-C shall retrieve all the PDN connections corresponding to each of the FQ-CSIDs present in the message. The SGW-C shall send an Sx Session Set Deletion Request message including a list of FQ-CSID(s) identifying the failed unit(s) to the affected SGW-U, the SGW-U shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message. The SGW-U shall delete all the retrieved Sx Sessions, free the associated internal resources. As a response, the SGW-U shall send a Sx message Delete Sx Session Set Response message. 

After receiving the Sx message Delete Sx Session Set Response, the SGW-C deletes all the retrieved PDN connections and the associated resources.
As a response, the SGW-C shall send a GTPv2 Delete PDN Connection Set Response message to the PGW-C.
5) Step c, the SGW-C sends also a GTPv2 message Delete PDN Connection Set Request including a list of FQ-CSID(s) identifying the failed unit(s) to the MME. 

When an MME receives a GTPv2 Delete PDN Connection Set Request message from an SGW, the MME shall retrieve all the PDN connections corresponding to each of the FQ-CSID(s) present in the message. The MME shall delete all the retrieved PDN connections and the associated resources. Other implementation-specific actions may be performed.

As a response, the MME shall send a GTPv2 Delete PDN Connection Set Response message to the SGW-C.
5.y.2.2
 Evaluation and conclusion

Pros:
-
Reduce massive signalling to notify a partial failure to the peers for each of affected PDN Connections and its corresponding Sx sessions if the PGW-C has stored the PDN connection / Sx session context in a persistent memory which can survive from the partial failure (i.e. the PGW-C can send Sx session deletion request per Sx session for all Sx sessions affected by the partial failure.
-
Otherwise, can Efficiently delete of the affected user plane resource if there is a partial failure on the other node, especially for the partial failure on the its controlling CP function, i.e. on the PGW-C.  
Cons:
-
The PGW-U is required at least to store the FQ-CSID allocated by the PGW-C to handle the possible partial failure on the control plane node. Optionally The PGW-U may store the FQ-CSID allocated by the MME and SGW-C if the partial failure is supported in other nodes.
* * * Next Change * * * *

5.z 
Solutions for SGW-U partial failure
5.z.1
Introduction

This section describes solutions for SGW-U partial failure.
5.z.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes
5.z.2.1
Solution Description
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Figure 5.z.2.1-1: Re-establish affected Sx sessions after the SGW-U partial failure
1)  When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers.  An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2) When an SGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the SGW-U shall perform the following. The SGW-U may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3) Step a, the SGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected SGW-C, the SGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all the retrieved Sx Sessions to be restored.
As a response, the SGW-C shall send an Sx Session Set Deletion Response message to the SGW-U.

4) Step b, the SGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session. 
As a response, the SGW-U shall send a Sx Session Establishment Response message to the SGW-C for each Sx Session.

5.z.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the SGW-C as many Sx sessions are affected by the partial failure of the SGW-U if default PDR for handling of unmatched user plane packets are assigned.
Cons:
-
The SGW-C is required to store the FQ-CSID allocated by the SGW-C to handle the possible partial failure on the user plane node. 
* * * Next Change * * * *

5.a 
Solutions for PGW-U partial failure
5.a.1
Introduction

This section describes solutions for PGW-U partial failure.

5.a.2
Solution 1: storing FQ-CSID of user plane nodes in the control plane nodes
5.a.2.1
Solution Description
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Figure 5.a.2.1-1: Re-establish affected Sx sessions after the PGW-U partial failure
1)  When the partial failure feature is deployed in the network, a FQ-CSID, which is an opaque parameter local to the assigning node, may be assigned for a unit handling a number of PDN connections and corresponding Sx sessions if applicable, in a node which may fail and has no possibility to recover and wish to notify the peers.  An FQ-CSID is established in a node and stored in peer nodes for a PDN connection and its associated Sx Session when applicable, at the time of PDN connection establishment, or during a node relocation (e.g. MME change, SGW relocation), and used later during partial failure handling in messages. Each node that support the feature shall maintain the FQ-CSID provided by every other peer node for a PDN connection and its associated Sx Session when applicable. The FQ-CSIDs are later used to find the matching PDN connections when a FQ-CSID is received from a node reporting a partial fault for that FQ-CSID. Steps 1-10 show an example that how FQ-CSIDs are exchanged during a PDN Connection establishment procedure.

The FQ-CSID allocated by a SGW-U or a PGW-U is not populated to the nodes other than its corresponding Control Plane functions i.e. SGW-C and PGW-C. Since it is deemed not useful if the SGW-C/PGW-C supports to restore the affected Sx session without notifying other control plane nodes.

2) When a PGW-U detects that it has undergone a partial failure, it shall verify that one or more corresponding CSID(s) are present for the component undergoing a partial fault. If there is no such CSID, then the following does not apply. When one or more CSIDs are currently assigned, the PGW-U shall perform the following. The PGW- may perform implementation-specific operations to clean up any residual state associated with the CSID(s).

3) Step a, the PGW-U sends a Sx message Sx Session Set Deletion Request including a list of FQ-CSID(s) identifying the failed unit(s) to the affected PGW-C, the PGW-C shall retrieve all the Sx sessions corresponding to each of the FQ-CSID(s) present in the message and mark all these Sx sessions to be restored.

As a response, the PGW-C shall send an Sx Session Set Deletion Response message to the PGW-U.

4) Step b, the PGW-C sends a Sx Session Establishment request message to re-establish all marked Sx sessions per Sx session to the PGW-U. 

As a response, the PGW-U shall send a Sx Session Establishment Response message to the PGW-C for each Sx Session.

5.a.2.2
 Evaluation and conclusion

Pros:
-
Reduce possibility to send massive user plane data to the PGW-C as many Sx sessions are affected by the partial failure of the PGW-U if default PDR for handling of unmatched user plane packets are assigned.

Cons:
-
The PGW-C is required to store the FQ-CSID allocated by the PGW-U to handle the possible partial failure on the user plane node.
* * * End of Changes * * * *
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