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1. Introduction
It is not described how a PFCP entity can determine if the peer has restarted. The assumption could be to reuse the GTP-C based restart procedure as specified in 3GPP TS 23.007. This contribution discusses the potential issues if we take such approach and then proposes an alternative. 
2. Reason for Change
As specified in subclause 18 of 3GPP TS 23.007:
A GTP-C entity shall maintain two Restart counters:

- 
in volatile memory a remote Restart counter of a peer with which the entity is in contact;

-
in non-volatile memory own, or local Restart counter that was sent to a peer.

After a GTP-C entity has restarted, it shall immediately increment all local Restart counters and shall clear all remote Restart counters. 
......
The GTP-C entity that receives a Recovery Information Element in an Echo Response or in another GTP-C message from a peer, shall compare the received remote Restart counter value with the previous Restart counter value stored for that peer entity. 

· If no previous value was stored the Restart counter value received in the Echo Response or in the GTP-C message shall be stored for the peer.

· If the value of a Restart counter previously stored for a peer is smaller than the Restart counter value received in the Echo Response message or the GTP-C message, taking the integer roll-over into account, this indicates that the entity that sent the Echo Response or the GTP-C message has restarted. The received, new Restart counter value shall be stored by the receiving entity, replacing the value previously stored for the peer.

· If the value of a Restart counter previously stored for a peer is larger than the Restart counter value received in the Echo Response message or the GTP-C message, taking the integer roll-over into account, this indicates a possible race condition (newer message arriving before the older one). The received new Restart counter value shall be discarded and an error may be logged.
We have found a couple of issues with above requirements:

1. It is not clearly specified that what the increment step is? 1 or 16 or 64 or 128? The Restart Counter has been specified with only one Octet, it may be easily roll-over when increment step is large.

2. It is not clearly specified how the receiver handle the GTP-C messages containing a smaller Restart Counter than what is stored. Should the message be handled or should the message be discarded? In our understanding, if the receiver determines that the peer has restarted for a roll-over case, the messages should be handled; if the receiver determine that it is a race condition, i.e. the GTP messages containing a smaller Restart Counter are then obsoleted, these messages should be discarded. 
The following is a typical race condition scenario, the message #1 and #2 should apparently not be handled since these are obsoleted messages, otherwise, it will consume extra signalling and processing capacities. E.g. if the message is a Create Session Request with a smaller Restart Counter that indicates a possible race condition, the receiving GTP entity should not handle the message to establish a new session.
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Figure 1-1
Simply considering the scenario when the received Restart Counter is smaller than what is stored is a race scenario is NOT always correct, since there are roll-over scenarios, and if it is a roll-over scenario, the receiver shall consider the peer has just restarted and apply any eligible restoration procedures, moreover, the receiver shall handle the messages containing a Restart Counter is smaller than what is stored in a roll-over scenario.

Such roll-over may not be considered as exceptional cases. In the following scenario, the GTP entity A may implement with a larger increment step, and may have had cyclic restarts, or may have had a reload from a back-up, this can lead a roll-over more often. 

But if the GTP entity B misinterpret it as a race condition and does not handle any message containing a restart counter smaller than what is stored, it would be a very serious issue.
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3. Conclusions

In some scenarios, the PFCP or GTP-c entity cannot properly determine if the peer has just restarted or it is race condition (not a new restart) when it receives a restart counter of the peer which is smaller than the one what is stored. 
Setting the recovery information to the UTC time stamp of the restart is a better approach, it eliminates any possible confusion between race condition and roll-over, and such approach is also already used in Diameter protocol.
4. Proposal

It is proposed to agree the following changes to 3GPP TS 29.244-v0.2.0.
* * * First Change * * * *

5.x
Detection of a PFCP entity restart

5.x.1
Introduction

This section describes solutions for detecting a peer PFCP entity restart.
5.x.2
Solution 1 - Based on the timestamp of the restart 

Across PFCP based interfaces a SGW-C, SGW-U, PGW-C, PGW-U, TDF-C, TDF-U, Combined SGW/PGW-C and Combined SGW/PGW-U, utilize either Sx node related messages or Sx session related messages containing the Recovery Information Element to detect and handle a restart.

A PFCP entity shall maintain the Recovery Information for its own and for each peer with which the entity is in contact. 

After a PFCP entity has restarted, it shall set the Recovery Information for its own with the current UTC time and shall clear any Recovery Information for all its remote peers. 

A PFCP entity may probe the liveliness of each peer with which it is in contact by sending an Sx node related message or an Sx session related message. 
Editor's Note: It is FFS whether the Recovery Information is associated to the Source IP address or Node ID. 

A PFCP entity that receives a Recovery Information Element in an Sx node related message or an Sx session related message from a peer, shall compare the received remote Recovery Information value with the previous Recovery Information value stored for that peer entity: 

· If no previous value was stored, the Recovery Information value received shall be stored for the peer.

· If the value of a Recovery Information previously stored for a peer is smaller than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates that the entity that sent the Sx node related message or Sx session related message has restarted. The received new Recovery Information value shall be stored by the receiving entity, replacing the value previously stored for the peer. The Sx node related message or Sx session related message shall be handled.
· If the value of a Recovery Information previously stored for a peer is larger than the Recovery Information value received in the Sx node related message or Sx session related message, this indicates a possible race condition (newer message arriving before the older one). The received Sx node related message or Sx session related messages, and new Recovery Information value shall be discarded and an error may be logged.
* * * End of Changes * * * *
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