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1. Introduction
CT4 is studying the restoration scenarios with CUPS.
2. Discussion
The document analysis how to detect path failure on Sx Interface.

3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.844 v0.1.0.

* * * First Change * * * *

8 Path management and path failure handling
8.1 
Introduction

The following sub clauses analyse path management and path failure handling for the Sx interfaces.

Editor's 
Note: add information regarding path management and path failure.

8.2 
Sx interface between SGW-C and SGW-U 
Editor's Note: 
Analysis and solutions  for link failure

8.2.1
Solution 1 Echo Request/Echo Response

The UDP transport does not support a mechanism to check if the peer node is still reachable. In GTP echo request and echo response is introduced for this purpose. It is proposed to adopt this mechanism to PFCP.

In 3GPP TS 23.007[x] it is described how Echo Request/Echo Response is used between EPC nodes, it is propsoed to adoped the same mechanism for between SGW-C and SGW-U nodes on Sx interface.

To detect if a peer node is restarted a recovery counter is added in Echo Request/Echo Response. A node which has restarted and all or parts of his data sall increase te recovery counter. A Node which recieves an recovery counter difernet to the  one stored for this node it shall assume that the peer node has restarted and lost parts or all of his data.
SGW-C functionality
If the path to the SGW-C is down for a duration exceeding the maximum path failure duration, the SGW-C should handle this as SGW-U Failure without Restart see clause 5.3.3. 
If the SGW-C receives an Echo Request/Echo Response message with a Recovery counter different than the one stored for that peer node it shall treat this as SGW-U Failure with Restart see sub clause 5.3.2.
SGW-U functionality

If the path to the SGW-C is down for a duration exceeding the maximum path failure duration, the SGW-U should handle this as SGW-C Failure without Restart see clause 5.2.3. 
If the SGW-U receives an Echo Request/Echo Response message with a Recovery counter different than the one stored for that peer node it shall treat this as SGW-C Failure with Restart see sub clause 5.2.2.
8.3 
Sx interface between PGW-C and PGW-U 
Editor's Note: Analysis and solutions  for link failure

8.3.1
Solution 1 Echo Request/Echo Response

The UDP transport does not support a mechanism to check if the peer node is still reachable. In GTP echo request and echo response is introduced for this purpose. It is proposed to adopt this mechanism to PFCP.

In 3GPP TS 23.007[x] it is described how Echo Request/Echo Response is used between EPC nodes, it is propsoed to adoped the same mechanism for between PGW-C and PGW-U nodes on Sx interface.

To detect if a peer node is restarted a recovery counter is added in Echo Request/Echo Response. A node which has restarted and all or parts of his data sall increase te recovery counter. A Node which recieves an recovery counter difernet to the  one stored for this node it shall assume that the peer node has restarted and lost parts or all of his data.
PGW-C functionality

If the PGW-C receives an Echo Request/Echo Response message with a Recovery counter different than the one stored for that peer node it shall treat this as PGW-U Failure with Restart see sub clause 5.5.2.
If the path to the PGW-U is down for a duration exceeding the maximum path failure duration, The SGW-C should handle this as PGW-U Failure without Restart see clause 5.5.3. 
PGW-U functionality

If the PGW-U receives an Echo Request/Echo Response message with a Recovery counter different than the one stored for that peer node it shall treat this as PGW-C Failure with Restart see clause 5.4.2.
If the path to the PGW-C is down for a duration exceeding the maximum path failure duration, the PGW-U should handle this as PGW-C Failure without Restart see clause 5.4.3. 
* * * End of Changes * * * *

