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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document analyses the aspects with regard to the new interface between Control Plane and User Plane due to the  separation of the following EPC nodes: S-GW, P-GW and TDF.
Specifically, the following aspects are to be analysed:

-
Restoration procedure enhancements for the separated nodes;
-
Signalling with regards to Load control;
-
Signalling with regards to Overload control;
-
Path management and path failure handling.
 …

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 23.714: "Study on control and user plane separation of EPC nodes".
[3]
3GPP TS 36.413, "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); S1 Application Protocol (S1AP)".
[4]
IETF RFC 4271, A Border Gateway Protocol 4.
[5]
IETF RFC 5227, IPv4 Address Conflict Detection.

[6]
3GPP TS 23.007: "Restoration procedures".

3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

CP
Control plane

UP
User plane
SGW-C
SGW Control plane

SGW-U
SGW User plane

PGW-C
PGW Control plane

PGW-U
PGW User plane

TDF-C
TDF Control plane

TDF-U
TDF User plane

4
Architecture and requirements
The new architecture defined to introduce the control plane and user plane functional split for the S-GW, P-GW and TDF shall:

-
be able to interwork with networks without the control plane and user plane split of network functions (i.e. in case of roaming scenarios). In addition, the split network functions should be able to interwork with the network functions that are not split within the same network.
-
not impact UE and Radio Access Network.
-
not introduce new reference points other than those between S-GW’s, P-GW’s, TDF’s corresponding control and user plane functions.

-
use the S-GW/P-GW selection function of the MME/ePDG/TWAN for the selection of the control plane functional entities.

-
use the existing configuration based mechanism (in P-GW or PCRF) for the selection of the control plane functional entity of the TDF.

-
support one or more control plane functional entities interfacing with one or more user plane functional entities (e.g. to enable independent scalability of control plane functional entity and user plane functional entity).
An excerpt of the 3GPP Architecture to facilitate the related nodes applicable for separation of control and user plane and their related interfaces are shown in Figure 4-1,
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Figure 4-1: Interface overview for the nodes separated in control and user plane.
5
Restoration

5.1 
Introduction
The following subclauses analyse the Control plane and User plane node failure with and without restart for separated SGW, PGW and TDF.

Editor's Note:
add further common information for restoration.

5.2 
Solutions for SGW-C failure with and without restart
5.2.1
Introduction

This section describes solutions for SGW-C failure with and without restart.

5.2.2
SGW-C failure with restart

5.2.2.1
SGW-C failure with restart - Solution #1

5.2.2.1.1
Solution Description
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Figure 5.2.1.1-1: clear of sessions after SGW-C Restart

1) When a SGW-C fails, all its session contexts affected by the failure become invalid and may be deleted. After it restarts, the SGW-C shall delete all session contexts affected by the restart that it may have stored. The SGW-C shall also increment a local restart counter and shall place local SGW-C restart counter value in all Echo requests/responses messages the SGW-C sends.

2) When the SGW-U detects that the SGW-C has restarted, the SGW-U shall delete all session contexts affected by the SGW-C restart. When the SGW-U receives a GTP-U PDU from other nodes (such as PGW-U or eNB) with no user plane context exists, it shall discard the GTP-U PDU. 

When the MME detects the SGW-C has restarted (such as relying on restart counter as specified in clause 18 "GTP-C based restart procedures" in 3GPP TS 23.007 [x]), it shall delete all PDN connection table data/MM bearer contexts associated with the SGW-C as well as freeing any internal MME resources associated with those PDN connections or maintain the bearers and MM contexts of the PDN connections affected by the SGW-C restart and eligible for restoration as specified in subclause 27 of 3GPP TS 23.007 [6].

When the PGW-C detects the SGW-C has restarted (such as relying on restart counter as specified in clause 18 "GTP-C based restart procedures" in 3GPP TS 23.007 [6]), it shall trigger the release of Sx session procedure to the PGW-U.
3) The PGW-C sends the Sx Session Termination Request message to the PGW-U. The PGW-U shall delete all the Sx session contexts and release the corresponding user plane resource as requested by the PGW-C and then return the Sx Session Termination Response message to the PGW-C.
Editor's Note: The behaviour of PGW-C towards PGW-U upon an SGW-C failure when network triggered SGW service restoration is deployed is FFS.
After an SGW-C restart, the SGW-U may initiate the Sx Setup Procedure to the SGW-C. If the user plane F-TEID is allocated by the SGW-C, the SGW-C should ensure as far as possible that previously allocated F-TEID values are not immediately reused after a SGW-C restart, in order to avoid inconsistent F-TEID allocation throughout the network.
5.2.2.1.2
 Evaluation and conclusion

Pros:
-
No new impacts on the existing S11 / S5 interfaces and GTP-C protocol.

Cons:
· All the affected PDN connections have to be re-established, resulting in potential signalling storm on S5 and S11.

5.2.3
SGW-C failure without restart

5.2.3.1
SGW-C failure without restart - Solution #1

Editor's Note: Add a solution for SGW-C failure without restart.

5.3 
Solutions for SGW-U failure with and without restart
5.3.1
Introduction

This section describes solutions for SGW-U failure with and without restart.

5.3.2
SGW-U Failure With Restart

5.3.2.1
SGW-U Failure With Restart – Solution #1: SGW-C Recreating the User Plane Sessions in Restarted SGW-U on Reactive Basis 
5.3.2.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U with a restart, the SGW-C shall wait for the restarted SGW-U to notify the SGW-C as and when it receives downlink or uplink GTPU packets for which it doesn’t have a session. The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted SGW-U:
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Figure 5.3.1.1-1: Session Restoration after SGW-U Failure with Restart

1) The restarted SGW-U receives an uplink or downlink GTP-U packet on the S1-U or the S5U interface for which the SGW-U does not have a session. It is expected that a restarted SGW-U takes the same end point addresses on both S5 and S1 interfaces as it had before the failure.

2) If the SGW-U knows that the SGW-C supports buffering, then the SGW-U shall forward the packet to the SGW-C in an encapsulated tunnel. The outer encapsulation shall identify that the packet is sent to the SGW-C due to a missing session at the SGW-U. The inner payload shall be exactly same as the packet received in step 1. The SGW-C shall use the identifiers (GTPU TEID) in the inner payload to identify the bearer context for which session re-creation at SGW-U is needed. If the SGW-U knows that the SGW-C does not support buffering and if the SGW-U supports buffering, then the SGW-U shall forward only the header of the received packet, inside the encapsulated tunnel for the SGW-C to use the header information to identify the session that needs to be restored on the SGW-U.

NOTE 1:
If the SGW-U is connected to multiple SGW-C, then the SGW-C responsible shall be identified by using the GTPU FTEID pool to which the destination TEID of the incoming packet belongs.

 NOTE 2:
It is assumed that when multiple SGW-C interfaces with a SGW-U there is some logical partitioning of TEID space each PGW-C is responsible for allocating, if the TEID allocation function is in the SGW-C.

NOTE 3:
Whether the SGW-U forwards only the first packet or all the packets until session restoration to the SGW-C is based on the SGW-U's knowledge of SGW-C's buffering capability.

3) If the SGW-C supports buffering, then the SGW-C shall buffer the packet until the session is re-created at the SGW-U.

4) The SGW-C shall recreate the Sx session at the SGW-U by using the Sx Session Establishment Request

5) Once the SGW-U accepts the session creation and if the SGW-C has buffered the packet, then the SGW-C shall forward the buffered packet to the SGW-U. The forwarded packet will be exactly same as how the packet was received by the SGW-U in step 1.

6) The SGW-U, having the Sx session re-established, shall forward the received GTP-U packet to the peer GTPU entity.

If the SGW-U had failed without a restart and if another SGW-U can be configured with the same GTP-U end point addresses as the failed SGW-U, then the above solution can be used for a SGW-U failure without restart as well.

If multiple SGW-C's connect to a SGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple SGW-C's even when the FTEID allocation by user plane is used.

5.3.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S11 / S5 interfaces and GTP-C protocol.

-
Session recreation is naturally paced as and when uplink or downlink packets arrive at the SGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
SGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTPU errors like missing sessions as well, and avoid SGW-U generating GTP-U error indications.

Cons:
-
If the buffering is done at the SGW-C, then there is a short duration during which SGW-C has to buffer the packet.

5.3.3
SGW-U Failure Without Restart

5.3.3.1
SGW-U Failure Without Restart – Solution #1: SGW-C Recreating the User Plane Sessions in a New SGW-U

5.3.3.1.1
Solution Description

When the SGW-C detects the failure of an SGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.3.2.1-1: Session Restoration after SGW-U Failure without Restart

1) The SGW-C detects that the SGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed SGW-U, the SGW-C identifies and select a new SGW-U entity that can take up the user plane sessions lost from the failed SGW-U. The SGW-C shall follow the procedures identified under sub-clause x.y for selection of user plane entity by the control plane for this purpose. If the failed SGW-U supports multiple GTPU end point addresses, then the SGW-C can potentially migrate each of those GTPU endpoint address and the list of user plane sessions using that GTPU endpoint address to a different SGW-U.

Editor's Note:
The reference to sub-clause x.y needs to be updated once stage 2 normatively specifies the high level principles of user plane selection.

2) The SGW-C instructs the selected SGW-U to take up the given GTPU end point address(es), which is same as the GTPU end point address(es) of the failed SGW-U.

Editor's Note: Whether this instruction is piggybacked over Sx Session Management Message or a nodal Sx Management Message is required is FFS.
Once the selected SGW-U is instructed to take up a GTPU end point address, the SGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3) The SGW-C recreates the user plane sessions that were on the failed SGW-U on the selected SGW-U by using the Sx session management procedures. 
5.3.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S11 / S5 interfaces and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTPU end-point and S1 GTPU addresses can be re-created only in their entirety. This requires a new SGW-U to be available to take up all the sessions from the failed GTPU endpoint of a SGW-U.

-
If existing SGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTPU end point addresses. In order to recreate sessions on an existing healthy SGW-U, a logical partition needs to be created on that SGW-U and that partition needs to be created with a logical interface having the specified GTPU end point address. Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTPU and the same S1U end-point addresses.
5.3.3.2
SGW-U Failure Without Restart – Solution #2: SGW-C Recreating the User Plane Sessions in Other Existing SGW-U

5.3.3.2.1
Solution Description

When the SGW-C detects the failure of an SGW-U, it may optionally perform the operations shown below in the call flow to restore the user plane sessions:
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Figure 5.3.3.2.1-1: Restoration of sessions after SGW-U Failure Without Restart – Solution #2
1) During the PDN creation, the MME, SGW-C and PGW advertise their support for change of SGW-U FTEID during restoration. This is exchanged through indication flags in the existing Create Session Request procedure.

2) The SGW-C detects that the SGW-U has failed without a restart.

For each SGW-U session that needs to be restored, identify and select a new SGW-U entity. The SGW-C shall follow the procedures identified under sub-clause x.y for selection of user plane entity by the control plane for this purpose.

Editor's Note:
The reference to sub-clause x.y needs to be updated once stage 2 normatively specifies the high level principles of user plane selection.

3) Recreate the user plane session on the selected SGW-U by using the Sx session management procedures. This re-created SGW-U session may have a different S1U SGW FTEID and S5u SGW FTEID from the F-TEIDs that were used before the SGW-U failure.

4) SGW-C subsequently signals the change of S1U SGW FTEID to the MME and the S5U SGW FTEID to the PGW. The existing Update Bearer Request and the Modify Bearer Request messages, respectively, can be updated to carry the changed S1U / S5U FTEIDs.

NOTE 1:
The SGW-C shall apply this solution only if the MME and the PGW support the signalling procedures for accepting change of S1U SGW FTEID and S5U SGW FTEID respectively.

5) The MME shall use the existing E-RAB Modification Procedure as specified in 3GPP TS 36.413 [x] sub-clause 8.2.2. 

NOTE 2:
As per 3GPP TS 36.413 [x] sub-clause 8.2.2.2, if the E-RAB Modification Procedure is used for modifying the Transport Information IE to change the SGW S1U FTEID, the QoS and NAS PDU IEs shall be ignored by the eNB. Consequently, for using this procedure for changing the SGW S1U FTEID at the eNB, it is enough that the MME just include a dummy NAS message.

5.3.3.2.2
Solution Evaluation
Pros:
-
Sessions can be re-created in other available SGW-U in a distributed fashion.

-
No need to rely on IP / L2 level mechanisms for retaining the same GTPU endpoint address and advertising it to peer nodes.

Cons:
-
Requires protocol level changes on S11 and S5.

-
There could be potential signalling storm on S5, S11 and the S1 interface. 

5.4 
Solutions for PGW-C failure with and without restart
5.4.1
Introduction

This section describes solutions for PGW-C failure with and without restart.

5.4.2
PGW-C Failure With Restart

5.4.2.1
PGW-C Failure With Restart Solution #1

Editor's Note: Add a solution for PGW-C failure with restart.
5.4.3
PGW-C Failure Without Restart

5.4.3.1
PGW-C Failure Without Restart Solution #1

Editor's Note: Add a solution for PGW-C failure without restart.

5.5 
Solutions for PGW-U failure with and without restart
5.5.1
Introduction

This section describes solutions for PGW-U failure with and without restart

5.5.2
PGW-U Failure With Restart

5.5.2.1
PGW-U Failure With Restart – Solution#1: PGW-C Recreating the User Plane Sessions in Restarted PGW-U on Reactive Basis

5.5.2.1.1
Solution Description

When the PGW-C detects the failure of a PGW-U with a restart, the PGW-C shall wait for the restarted PGW-U to notify the PGW-C as and when it receives downlink IP packets or uplink GTPU packets for which it doesn’t have a session. The following call flow illustrates the sequence of steps followed to re-create the sessions at the restarted PGW-U:
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Figure 5.5.2.1.1-1: Session Restoration after PGW-U Failure with Restart

1) The restarted PGW-U receives an uplink GTP-U packet or a downlink IP packet on the S5-U or the SGi interface respectively for which the PGW-U does not have a session. It is expected that a restarted PGW-U takes the same end point addresses on both SGi and S5 interfaces as it had before the failure.

2) If the PGW-U knows that the PGW-C supports buffering, then the PGW-U shall forward the full packet to the PGW-C in an encapsulated tunnel. The outer encapsulation shall identify that the inner packet is sent to the PGW-C due to a missing session at the PGW-U. The PGW-C shall use the header of the inner payload to identify the PDN or bearer session to which it belongs. If the PGW-U knows that the PGW-C does not support buffering and if the PGW-U supports buffering, then the PGW-U shall forward only the header of the received packet, inside the encapsulated tunnel for the PGW-C to use the header information to identify the session that needs to be restored on the PGW-U.

NOTE 1: If the PGW-U is connected to multiple PGW-C, then the PGW-C responsible shall be identified by using the IP pool to which the destination IP address of the incoming downlink packet belongs or the by using the GTPU FTEID pool to which the destination TEID of the incoming uplink packet belongs.

 NOTE 2:
It is assumed that when multiple PGW-C interfaces with a PGW-U there is some logical partitioning of IP address space and TEID space each PGW-C is responsible for allocating.

NOTE 3:
Whether the PGW-U forwards only the first packet or all the packets until session restoration to the PGW-C is based on the PGW-U's knowledge of PGW-C's buffering capability. 

3) If the PGW-C supports buffering, the PGW-C shall buffer the packet until the session is re-created at the PGW-U.

4) The PGW-C shall recreate the Sx session at the PGW-U by using the Sx Session Establishment Request

5) Once the PGW-U accepts the session creation and if the PGW-C has buffered the packet, then the PGW-C shall forward the buffered packet to the PGW-U. The forwarded packet will be exactly same as how the packet was received by the PGW-U in step 1.

6) The PGW-U, having the Sx session re-established, shall forward the received IP packet to the peer GTPU entity in the case of downlink data transfer and shall forward the received inner payload inside the GTPU packet to the SGi side after stripping the GTPU header in the case of uplink data transfer.

If the PGW-U had failed without a restart and if another PGW-U can be configured with the same IP and GTP-U end point addresses as the failed PGW-U, then the above solution can be used for a PGW-U failure without restart as well.

If multiple PGW-C's connect to a PGW-U, then this solution requires that the user plane FTEID pool be partitioned across the multiple PGW-C's even when the FTEID allocation by user plane is used.

5.5.2.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

-
Session recreation is naturally paced as and when uplink or downlink packets arrive at the PGW-U for missing sessions. There is no mass re-creation of all sessions. This avoids congestion during restoration.

-
PGW-U needs to support handling error scenarios like missing sessions. This solution can be adopted for handling GTPU errors like missing sessions as well, and avoid PGW-U generating GTP-U error indications.

Cons:
-
If the buffering is done at the PGW-C, then there is a short duration during which PGW-C has to buffer the packet.

5.5.3
PGW-U Failure Without Restart 

5.5.3.1
PGW-U Failure Without Restart – Solution #1: PGW-C Recreating the User Plane Sessions in a New PGW-U

5.5.3.1.1
Solution Description

When the PGW-C detects the failure of an PGW-U without a restart, it may optionally perform the operations as shown in the call flow below to restore the user plane sessions:
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Figure 5.5.3.1.1-1: Session Restoration after PGW-U Failure without Restart

1) The PGW-C detects that the PGW-U failed without a restart. In order to restore the user plane sessions hosted in the failed PGW-U, the PGW-C identifies and select a new PGW-U entity that can take up the user plane sessions lost from the failed PGW-U. The PGW-C shall follow the procedures identified under sub-clause x.y for selection of user plane entity by the control plane for this purpose. If the failed PGW-U supports multiple GTPU end point addresses, then the PGW-C can potentially migrate each of those GTPU endpoint address and the list of user plane sessions using that GTPU endpoint address to a different PGW-U. In such a case it is assumed that the user plane sessions that share the same S5 GTPU endpoint have their PDN addresses allocated from the same IP sub-pool in the failed PGW-U.

Editor's Note:
The reference to sub-clause x.y needs to be updated once stage 2 normatively specifies the high level principles of user plane selection.

2) The PGW-C instructs the selected PGW-U to take up the given GTPU end point address(es), which is same as the GTPU end point address(es) of the failed PGW-U. The PGW-C also instructs the selected PGW-U to own the IP pool(s) that the PDN addresses of the user plane sessions to be restored share.

Editor's Note: Whether this instruction is piggybacked over Sx Session Management Message or a nodal Sx Management Message is required is FFS.
Once the selected PGW-U is instructed to take up a GTPU end point address(es), the PGW-U shall advertise that IP to its MAC address mapping to the peer routers, through mechanisms like ARP Announcement (Gratuitous ARP) as specified in IETF RFC 5227 [5]. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

Similarly, the PGW-C shall advertise that the new PGW-U is owning the IP pool(s) that was owned by the failed PGW-U earlier, to the upstream IP routers, so that the upstream routers forward the downlink IP packets to the right PGW-U. The PGW-C may use mechanisms like BGP updates, as specified in IETF RFC 4271 [4] for this. BGP updates may cause routing convergence delays in the upstream routers. There could also be other mechanisms that could be used for updating the upstream routers. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

3) The PGW-C recreates the user plane sessions that were on the failed PGW-U on the selected PGW-U by using the Sx session management procedures. 
5.5.3.1.2
Solution Evaluation
Pros:
-
This solution has no impacts to peer nodes.

-
No impacts to existing S5 interface and GTP-C protocol.

Cons:
-
User plane sessions of bearers that share the same S5 GTPU end-point address can be re-created only in their entirety. This requires a new PGW-U to be available to take up all the sessions from the failed GTPU endpoint of a PGWU.

-
If existing PGW-U nodes that are healthy have spare capacity to take up sessions, sessions can't be recreated on them directly as they may have different GTPU end point addresses. In order to recreate sessions on an existing healthy PGW-U, a logical partition needs to be created on that PGW-U and that partition needs to be created with a logical interface having the specified GTPU end point address(es). Even then there may not be enough capacity on that node to take up all the recreated sessions that share the same S5 GTPU end-point address.

5.5.3.2
PGW-U Failure Without Restart – Solution #2: PGW-C Recreating the User Plane Sessions in Other Existing PGW-U
5.5.3.2.1
Solution Description

When the PGW-C detects the failure of an PGW-U, it may optionally perform the operations shown below in the call flow to restore the user plane sessions:
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Figure 5.5.3.2.1-1: Restoration of sessions after PGW-U Failure Without Restart – Solution #2
4) During the PDN creation, the MME, SGW and PGW-C advertise their support for change of PGW-U FTEID during restoration. This is exchanged through indication flags in the existing Create Session Request procedure.

5) The PGW-C detects that the PGW-U has failed without a restart.

If the SGi side IP pool(s) served by the failed PGW-U can be split into a number of smaller aggregate IP pools, then for each such smaller aggregate IP pool (for the user plane sessions of the PDNs that have their PDN address from that IP pool, that needs to be restored), identify and select a new PGW-U entity. The PGW-C shall follow the procedures identified under sub-clause x.y for selection of user plane entity by the control plane for this purpose.

Editor's Note:
The reference to sub-clause x.y needs to be updated once stage 2 normatively specifies the high level principles of user plane selection.

6) Recreate the block of user plane sessions of the PDNs that share the PDN addresses from the same aggregate IP pool, on the selected PGW-U by using the Sx session management procedures. This re-created PGW-U session may have a different S5U PGW FTEID from the F-TEIDs that were used before the PGW-U failure.

7) PGW-C subsequently signals the change of S5U PGW FTEID to the SGW. The existing Update Bearer Request message can be updated to carry the changed S5U FTEIDs.

NOTE 1:
The PGW-C shall apply this solution only if the MME and the SGW support the signalling procedures for accepting change of S5U PGW FTEID.

The PGW-C shall advertise that a different PGW-U is now owning the IP pool(s) that was owned by the failed PGW-U earlier, to the upstream IP routers, so that the upstream routers forward the downlink IP packets to the right PGW-U. The PGW-C may use mechanisms like BGP updates, as specified in IETF RFC 4271 [4] for this. BGP updates may cause routing convergence delays in the upstream routers. There could also be other mechanisms that could be used for updating the upstream routers. However, the exact mechanisms needed to achieve this are out of scope of 3GPP.

5.5.3.2.2
Solution Evaluation
Pros:
-
Sessions can be re-created in other available PGW-U in a distributed fashion by moving smaller blocks of aggregate IPs (small IP pools) of the PDN addresses.

-
No need to rely on IP / L2 level mechanisms for retaining the same GTPU endpoint address and advertising it to peer nodes.

Cons:
-
Requires protocol level changes on S5.

-
There could be potential signalling storm on S5 and S11 

5.6 
Solutions for TDF-C failure with and without restart
5.6.1
Introduction

This section describes solutions for TDF-C failure with and without restart.

5.6.2
Solutions for TDF-C failure with restart
5.6.2.1
TDF-C failure with restart Solution #1

Editor's Note: Add a solution for TDF-C failure with restart.
5.6.2
Solutions for TDF-C failure without restart
5.6.2.1
TDF-C failure without restart Solution #1

Editor's Note: Add a solution for TDF-C failure without restart.
5.7 
Solutions for TDF-U failure with and without restart
5.7.1
Introduction

This section describes solutions for TDF-U failure with and without restart.

5.7.2
TDF-U failure with restart 

5.7.2.1
TDF-U failure with restart Solution #1

Editor's Note: Add a solution for TDF-U failure with restart.
5.7.3
TDF-U failure without restart 

5.7.3.1
TDF-U failure without restart Solution #1

Editor's Note: Add a solution for TDF-U failure with restart.
5.x 
Evaluation and conclusion

Editor's Note: This subclause should evaluate and conclude regarding the CP and UP node failure with and without restart 

6
Load control

6.1 
Introduction
The following subclauses analyse load in the UP and the information needed to be sent to the CP so that CP nodes can provide load information to the selecting node on the control plane.

Editor's Note: 
add information/definitions regarding Load.

6.2 
Solutions 1 
Editor's Note: Solution 1 for Load control
6.3 
Solutions 2 
Editor's Note: 
Solution 2 for  Load control

6.x 
Evaluation and conclusion

Editor's Note: This subclause should contain the evaluation and the conclusion regarding the Load control 

7
Overload control

7.1 
Introduction
The following subclauses analyse overload in the UP and the information needed to be sent to the CP so that CP nodes can perform overload status calculation and signal overload information on the control plane.
Editor's Note: 
add information/definitions regarding Overload.

7.2 
Solutions 1 
Editor's Note: 
Solution 1 for overload control.
7.3 
Solutions 2 
Editor's Note: 
Solution 2 for overload control.
7.x 
Evaluation and conclusion

Editor's Note: 
This subclause should contain the evaluation and conclusion regarding overload control. 

8
Path management and path failure handling
8.1 
Introduction
The following subclauses analyse path management and path failure handling for the Sx interfaces.
Editor's 
Note: add information regarding path management and path failure.

8.2 
Sx interface between SGW-C and SGW-U 
Editor's Note: 
Analysis and solutions  for link failure
8.2.1
Solution 1

Editor's Note: Solution 1 for Sx link failure between SGW-C and SGW-U
8.3 
Sx interface between PGW-C and PGW-U 
Editor's Note: Analysis and solutions  for link failure
8.3.1
Solution 1

Editor's Note: Solution 1 for Sx link failure between PGW-C and PGW-U
8.4 
Sx interface between TDF-C and TDF-U 
Editor's Note: Analysis and solutions  for link failure
8.4.1
Solution 1

Editor's Note: Solution 1 for Sx link failure between TDF-C and TDF-U
8.x 
Evaluation and conclusion

Editor's Note: This subclause should contain evaluation and the conclusion  regarding Path management and path failure handling. 

9
Error handling on the user plane

9.1 
Introduction

Editor's Note: The following subclauses should identify solutions for the handling of GTP errors.

9.2 
Error handling on missing sessions on the user plane 
Editor's Note: Analysis and provide solutions for Error handling on missing sessions on the user plane.
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