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1. Introduction
This pCR presents the IETF solution described in IETF draft-ietf-dime-load-02 and analyses its applicability in 3GPP Diameter networks.
2. Reason for Change
A short description of the IETF solution allows to remove the Editor’s Note in 6.2 

The Technical report has to take into account the new IETF draft-ietf-dime-load-02 version in its analysis. This pCR addresses the applicability of the IETF solution to 3GPP Diameter networks. This allows to remove the Editor’s Note in 6.3.1.
The IETF solution allows to address the various use cases indicated for the selection of the PCRF solution in 5.2.2.3. Some of these use cases may be not in the 3GPP scope, the analysis nevertheless shows the applicability of the solution to the listed various cases.  It is proposed to remove the Editor’s Notes in 5.2.2.4.3.
 A node proceeding to server selection can make use of the HOST load report, e.g. for the selection of a HSS or a PCRF. For PCRF selection, this covers the case for which it is not mandatory that the DRA addressing the PCRF selection is a peer of all the PCRFs of the concerned realm. This allows to remove the Editor’s Note in 6.3.1.1.

Load balancing and distribution in 6.3.2, impact on existing networks in 6.3.3 and considerations for new applications in 6.3.4 are addressed. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.810 v.5.0
* * * First Change * * * *
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* * * Next Change * * * *

5.2.2.4.3
Selection of the PCRF host

The Diameter routing rules described in IETF RFC 6733 [2] are based on the realm up to the DA(s) in front of the PCRFs (i.e. peer DA(s) of the PCRFs) and so are not dependent of the Destination Host.

If the DRA is peer of the PCRFs and processes a request for which no PCRF has yet been allocated to a IP-CAN session of a UE (i.e. the first request received as part of the IP-CAN session establishment procedure (Gxx, Gx, S9)), the DRA will select a PCRF among the peer PCRFs and can use the load information that it has received from these peer PCRFs for this selection and does not need additional load control information.

If the DRA is not peer of the PCRFs (at least for a certain number of them) and processes a request for which no PCRF has yet been allocated to a IP-CAN session of a UE, the DRA as according to 3GPP TS 29.213 [5] subclause 7.3.5 selects a PCRF, but if it wants to take into account the load of the PCRFs to do this selection, it would need a load information from the PCRFs which are not peers. This case may be avoided if the DRA which is a logical entity who can group several DAs is a direct peer of all the PCRFs.

For large networks, when routing is only based on the Diameter routing rules described in IETF RFC 6733 [2], this may bring strong deployment constraints, e.g. all servers (e.g. PCRFs) in a given realm and for a given Diameter application, have direct connections with the same peer DAs (which can be the DRA considered as a logical entity grouping several DAs); if it is not the case, this requires additional routing rules out of the IETF RFC 6733 [2] scope.

It can be considered the following possibilities:

-
 no additional load control features can be standardised in IETF  in association with routing rules outside the scope of IETF RFC 6733 [2]. For example when the selection of a non allocated PCRF is done by the DRA when it is not a peer of all the PCRFs, the DRA may not be able to use the standardized load control information it has received as a criteria to select the PCRF;

-
 the DRA, as a logical entity grouping several DAs, is always a peer of all the PCRFs, and then can  select the PCRF by taking  into account the load information that it has received from its peer PCRFs; this way to proceed will not require additional load control information. The way the DRA internally handles the load control information (e.g. with a common database) is implementation specific;

-
for cases where the DRA is not a peer of all the PCRFs, the DRA, to achieve the PCRF selection by taking  into account the load of the different PCRFs would need to get the load information of non peer PCRFs.

The above possibilities depend of the content and applicability of the IETF solution described in subclause 6.



* * * Next Change * * * *

6.2
IETF solution

IETF is specifying a Diameter load control solution in the IETF draft-ietf-dime-load-02 [6] (Diameter Load Information Conveyance). This solution is analysed as a solution for Diameter load control in the 3GPP networks. This analysis will evolve according to the evolution of the successive versions of the IETF draft-ietf-dime-load-02 [6] until it is considered stable enough to be recommended. 

A summary of the IETF Diameter   load control mechanisms is hereafter presented. 
The IETF Diameter load control mechanism complements the Diameter overload control mechanism defined in IETF RFC 7683 [4] and answer requirements expressed in IETF RFC 7068 [3]. In particular, it can avoid overload situations in the network by optimising the traffic distribution (load balancing within the network). In overload situations, and if traffic diversion is possible to non overloaded nodes, it may help to select the right routing.
Load information received by a node can be used, with other criteria, for routing decisions to select the peer node to which to send a request or to select a server (Destination host) when the node is in charge of such a selection.
Load information is conveyed in a Load AVP which can contain:
- 
a Load-Type AVP defining two types of load report: a PEER load report (used to select a peer) and a HOST load report  (used to do server selection);
-
a Load-Value AVP with a definition similar to the weight value in DNS SRV (see IETF RFC 2782 [xx]);
-
a SourceID AVP identifying the node source of the load information.
A Diameter end point (a server) supporting the mechanism generates HOST load reports which are sent and then forwarded by intermediate DAs in answer commands.
A Diameter agent supporting the mechanism generates PEER load reports which are sent in answer commands.
The evaluation of the load value and the frequency to which load reports are sent are implementation specific.
How the load information is used by a receiving node (eg for load balancing) is implementation specific.
The load control mechanism does not require for a node to advertise its support. A Diameter agent not supporting the mechanism will transfer the load information (Load AVP) unchanged. An end point Diameter node (e.g. client) not supporting the mechanism will ignore the received load information. 
6.3
3GPP networks

6.3.1
IETF solution applicability



6.3.1.1
Server selection

The IETF draft-ietf-dime-load-02 [6] subclause 4.2 mentions that "Typically, server selection is performed by a node (a client or an agent) that is an immediate peer of the server". For this, the load information of a server needs only to be transferred to the peers of a server. A Diameter agent or a client which is peer of several servers may then select the server to which it will send requests by taking into account the load information it has received from the peer servers.

It also mentions that: "However, there are scenarios where a client or proxy that is not the immediate peer to the selected servers performs server selection". In this case, the node doing the selection of the server destination needs to receive the load information of the servers, even if it is not peer of the servers, so to take into account the load of servers in the server selection process.

The IETF draft-ietf-dime-load-02 [6] has defined the HOST load report which may be taken into account to proceed to the server selection. Here is described the use of the HOST load report for two main 3GPP examples.
A first example concerns the node doing the user identity to HSS resolution mechanism to find the HSS destination (as described e.g. in 3GPP TS 29.229 [8] and 3GPP TS 29.272 [9]); this node may not be an immediate peer of HSSs. Nevertheless the node selecting the HSS destination when several destinations are possible (e.g. with a UDC architecture described in 3GPP TS 23.335 [7]) may take into account the load of the HSSs if it receives HOST  load reports from the HSSs.

Another example is with the DRA in the PCC architecture (see 3GPP TS29.213 [5]). The DRA selects the PCRF when the PCRF has not yet been allocated; the DRA may be not a peer of all the PCRFs of the concerned realm. The DRA when selecting the PCRF may take into account the load of the PCRFs if it receives HOST load reports from the PCRFs..


When an intermediate DA proceeds to server selection, in general, there will be no need for the DA to transfer related HOST load reports downwards, as not needed. This can be achieved by local configuration of the DA according to operator policy.
So from the above analysis, it can be considered that there may be a need to transfer the load information of a server not only to the peers of the server but also towards nodes achieving a server selection within a realm. This need depends on the network topology and the location of the node performing the server selection.
6.3.2
Load balancing and distribution
.
Load balancing is a main use that a node can do from the received load information. The definition of two types of load reports in the IETF draft allows on one side to handle a load balancing between the peers of a node and on another side to take into account the load of servers when doing a server selection as it may happen in 3GPP Diameter networks.
A node should take care of not balancing too much traffic at once towards a node if it receives a quite lower load value than the load value from other nodes and should analyse the evolution of the load information it receives from a node as this acts as a regulator towards the optimal load balancing. This dynamic aspect of load balancing is an added value of this load control mechanism compared to the existing static load balancing mechanism.
6.3.3
Impacts on existing networks


The impacts on existing 3GPP networks are those in compliance with IETF draft-ietf-dime-load-02 [6]: 
-
the generation of HOST load reports by a Diameter end point (e.g. server) receiving Diameter request commands; this HOST reports being sent in Diameter answer commands; 
-
the handling of HOST load reports received by a node (e.g. client or Diameter agent doing server selection) and their forwarding by a Diameter agent;
- 
 the generation of PEER load reports by intermediate Diameter agents, these PEER load  reports being inserted in the Diameter answer commands they are forwarding;
-
 the handling of PEER load reports received by a node (e.g. client or Diameter agent).
Regarding the PCRF use case with the selection of the PCRF host described in subclause5.2.2.4.3, the use of PEER and HOST load reports allows to cover the various described DRA cases, in particular when the DRA is not  a peer of all the PCRFs. This is then to CT3 to assess if these DRA cases are in the scope of their specifications when addressing the use of the IETF solution on their Diameter based interfaces.

There is currently no specific handling identified for 3GPP in addition to what is described in IETF draft-ietf-dime-load-02 [6] apart the remark in subclause 6.3.1 about which a Diameter agent doing server selection may  not need to forward HOST load reports downwards.
6.3.4
Considerations for new applications


The load information is defined for a node and not per application. So the addition of new applications has rather an indirect impact.
If an existing node generates load reports, it will take into account the additional traffic due to the new application when determining its load report value.
If an existing node handles received load reports, it will take into account the additional traffic due to the new application when determining its behavior (e.g. regarding load balancing).
* * * End of Changes * * * *

