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1. Introduction
CT4 need to decide which protocol is used on the T6a/b interface for MONTE work item. Currently there are two alternatives on the table, one is to use HTTP/JSON, and the other is to use Diameter interface. C4-151174[1] proposes to use HTTP/JSON with considering some claimed advantages. This paper discusses the requirements on the T6a/b interface and analyses both alternatives and concludes on a protocol that best suits the need.
2. Stage 2 Requirements
The following figure copied from TS 23.682 [2] shows the overall architecture for Service Capability Exposure which enables the 3GPP network to securely expose its services and capabilities provided by 3GPP network interfaces to external 3rd party service provider applications.
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Tsp:
Reference point used by a SCS and SCEF to communicate with the MTC-IWF related control plane signalling.

T6a:
Reference point used between SCEF and serving MME.
T6b:
Reference point used between SCEF and serving SGSN.
S6t:
Reference point used between SCEF and HSS.

Ns:
Reference point used between SCEF and RCAF.

Nt:
Reference point used by SCEF and PCRF. Functionality for Nt reference point is specified in TS 23.203 [27].

MB2:
The MB2 reference point exists between the GCS AS and the BM-SC. (see 3GPP TS 23.468[3])

ISC:
The ISC interface is between the Serving CSCF and the service platform(s). 

Besides T6a/T6b interface, with which protocol to be used is under the discussion, the rest interfaces are decided to use Diameter.

MONTE feature has introduced the following events:

	No
	MONTE Event
	How it works?
	Impacted Interfaces
	Impacted T6a/b Direction

	1
	Monitoring association between UE and UICC and IMEI(SV)
	- SCEF configures the monitoring event "Change of IMSI-IMEI(SV) Association" at HSS

- HSS is informed of IMEI change by MME as part of existing procedures defined in 3GPP TS 23.401

- HSS is informed of IMEI change by SGSN if Automatic Device Detection feature is turned on in the network as defined in 3GPP TS 23.060 clause 15.5

- HSS notifies the SCEF whenever there is a change of IMEI(SV) for a UE
	S6t Only

No impact on T6a/b
	None

	2
	UE Loss of Connectivity
	- SCEF configures the "UE Loss of Connectivity" event at the HSS

- HSS configures the same at the MME/SGSN through the Insert Subscription Data procedure along with the SCEF ID and SCEF Reference ID

- MME/SGSN reports the "UE Loss of Connectivity" event directly to the SCEF whenever the UE's Mobile Reachability Timer expires at the MME/SGSN 
	S6t, S6a, S6d, T6a/b
	MME/SGSN to SCEF

	3
	UE Reachability
	- SCEF configures the "UE Reachability" event at the HSS

- HSS configures the same at the MME/SGSN through the Insert Subscription Data procedure along with the SCEF ID and SCEF Reference ID

- MME/SGSN reports the UE reachability event directly to the SCEF whenever the UE establishes signaling contact with the MME/SGSN (through TAU/RAU/Service Request procedures)
	S6t, S6a, S6d, T6a/b
	MME/SGSN to SCEF

	4
	Location Reporting
	- SCEF configures the "Location Reporting" event and the granularity level of the location reporting at the HSS

- HSS configures the same at the MME/SGSN through the Insert Subscription Data procedure along with the SCEF ID and SCEF Reference ID

- MME/SGSN reports the location change to the SCEF when the requested granularity of location changes

- Alternatively SCEF can also ask the PCRF (through the Rx interface) to report the location changes by PCRF provisioning the location reporting procedure through the Gx/S5-S8/S11-S4 interfaces
	S6t, S6a, S6d, T6a/b, Rx
	MME/SGSN to SCEF

	5
	Roaming Status
	- SCEF asks the HSS to provide the roaming status of the UE

- HSS returns whether the UE is roaming or not roaming and the serving PLMN, if the SCEF had requested the Serving PLMN to be reported and if the operator policy permits.
	S6t Only

No impact on T6a/b
	None

	6
	Communication Failure
	- SCEF configures the "Communication Failure" event at the HSS

- HSS configures the same at the MME/SGSN through the Insert Subscription Data procedure along with the SCEF ID and SCEF Reference ID

- Whenever the MME/SGSN detects a bearer creation failure / update failure / bearer deletion due to RAN/NAS conditions the event is reported to the SCEF

- Alternatively, SCEF can also ask the PCRF to report the RAN/NAS failure case through the Rx instead of configuring the event through HSS and getting reported through T6a/b
	S6t, S6a, S6d, T6a/b, Rx
	MME/SGSN to SCEF

	7
	Availability after DDN Failure (HLCom)
	- SCEF configures the "Availability after DDN failure" event at the HSS for a UE

- HSS configures the same at the MME/SGSN through the Insert Subscription Data procedure along with the SCEF ID and SCEF Reference ID

- Whenever MME/SGSN rejects a DDN message from SGW due to UE not available for paging, the MME/SGSN will locally set a flag that SCEF needs to be reported as soon as UE contacts the network

- MME/SGSN reports the UE reachability event directly to the SCEF whenever the UE establishes signaling contact with the MME/SGSN (through TAU/RAU/Service Request procedures)
	S6t, S6a, S6d, T6a/b
	MME/SGSN to SCEF

	8
	Number of UEs in a given location
	- SCEF asks all the MME/SGSN in a pool to provide the number of UEs in a given location

- Each MME/SGSN returns a count of the number of UEs under the requested location
	T6a/b
	SCEF to MME/SGSN and

MME/SGSN to SCEF


Conclusion 1: Most of Monitoring events (7 out of 8) are subscribed per UE, i.e. the SCEF (Service Capability Exposure Function) has to subscribe the event in HSS via S6t, subsequently the HSS subscribes the event to the MME/SGSN via S6a/S6d interface, where S6t and S6a/6d are using diameter. So for most of monitoring events, conversion to diameter is unavoidable in the SCEF if other protocol is used between the SCEF and Application servers, thus it is not justified to introduce a protocol other than Diameter for T6a/T6b, otherwise it just brings more complexity and efforts to support such events monitoring, e.g. MME/SGSN has to convert and then process (preparing results) in another protocol. 
3. Comparison between HTTP and Diameter
C4-151174 has made a comparison in the different aspects and claims that both Diameter and HTTP protocols are equally well on all aspects except for the differences on the following aspects:

1. Ease of extension by operator within a short time

2. Ease of conversion of the event report information from T6a/b to the northbound interface at SCEF

3. Encoding efficiency
For bullet 3 encoding efficiency, even the author of C4-151174 believes Diameter is more efficient than RestFul HTTP with JSON for encoding. 
So the claimed key advantages is that Restful HTTP may "Ease of extension by operator within a short time" as listed in the bullet 1. 
The bullet 2 is not justified as most of Monitoring event has to be converted into Diameter as explained in the conclusion 1.

So, "Ease of extension by operator within a short time"? Is it really true?

C4-151174 claims that “But different operators may have different custom requirements to monitor far more events and monetise them with 3rd party application developers. If they want such custom events, they need to talk to the MME/SGSN vendor, get them implemented and tested and then deployed in the operator network. This takes its own cycle and usually takes several months.  On the other hand having a HTTP based interface with JSON based encoding enables the operators to directly write scripts on the MME/SGSN box that collects events based on statistics and publish those events as JSON encoded strings from the script itself. Of course the vendor of SGSN/MME should provide such an extensible environment for writing script based plugins to the HTTP interface which the operators can directly use.” 

This seems questionable. 
The following is an example how HTTP would work:

MME vendor provides a HTTP server running in the MME already as part of base MONTE feature. Operator can directly do the following at MME 

1.
In the httpd.conf / similar config file of HTTP server (depending on which HTTP server is running in MME) have a config entry that tells for the resource URI of the new non UE event call a script - say new-event-xyz.py / new-event-xyz.sh

2.
When the HTTP server gets the HTTP GET request with that resource URI, the server will invoke the script

3.
Operator can write this script and load it onto to MME.

4.
The script will frame the JSON response for the specific HTTP GET query

5.
The HTTP server will get this response and send it to SCEF

In fact, with using HTTP, the complexity is hidden in the script, which can invoke certain operation in the MME/SGSN.

Adding a new parameter/message in the protocol is NEVER a problem, the complexity is to create a mechanism/logic together with also considering the impact on the existing functions, to send and to receive such a new message, e.g. for the sender, it is required to implement, e.g. to decide why/when/how/what to include to send a new message; for a receiver, it is required to implement, e.g. to decide whether it can deal with the message (considering admission, congestion and so on, how to deal with (e.g. may trigger the further actions towards other entities or complex processing in the node.

Invoking a script defined in MME/SGSN is the same as receiving a GTP message, or a diameter command in the MME/SGSN, they all aim to trigger MME/SGSN to do something which is the same, i.e. they all require the MME/SGSN vendor to implement corresponding actions – processing the request and providing the response. 
Therefore, to support/deploy a new monitoring event requires the same amount of implementation time.
For example, to support the monitoring event “Number of UE in a given location”, e.g. in a ECGI, :

With HTTP, SCEF will use HTTP get, within that, a script, which will invoke the MME to activate S1AP procedure Location Report Control in the eNB for all connected UEs associated with the eNB.    
With Diameter, SCEF will use a diameter command, within that; a few parameters will invoke the MME doing the same things. 
Conclusion 2: No matter which protocol is used, the essential impact on the communication entities to support a new monitoring event, i.e. the implementation complexity to support such event is the same, after all a protocol is just a way to communicate what to do, hence it is unlikely that HTTP can reduce the implementation work (time) thus easier to support a new Monitoring event.

As the side effect, when MME/SGSN serves a server, it basically allow all clients, such as SCEF, or 3rd ASs when authorized, to invoke possible very complicated procedure in the MME/SGSN, e.g. Location Report Control in the different eNB(s), at the same time; different 3rd AS(s) may invoke the same script even for the same location but for different purposes.  Nevertheless, this brings a huge signalling and processing load to the MME/SGSN and eNBs.
4. Additional drawbacks on the usage of HTTP

As a result of the conference call on T6a/b protocol selection, on September 21st 2015, the following assumptions were made:

-
There would be one single TCP connection between the SCEF and the MME, for each direction

-
In principle, the HTTP version to use would be HTTP/1.1 even where there could be some limitations that could be potentially solved by HTTP/2 in the future

Therefore, Ericsson pointed out during the conf. call about the risk of overload and head-of-line blocking issues that could arise when multiplexing HTTP requests between the T6a/b endpoints (SCEF and MME/SGSN) on a single TCP connection.
As specified in the subclause 8.1.2.2 of IETF RFC 2616 [5] (HTTP/1.1), for pipelining:

   A client that supports persistent connections MAY "pipeline" its requests (i.e., send multiple requests without waiting for each response). A server MUST send its responses to those requests in the same order that the requests were received.

This constraint would indeed result in big/delayed response blocking/delaying subsequent responses, as illustrated in the following scenario: 
-
If the client (SCEF) has 10 requests to be sent to the MME, it can send them sequentially. After each request is processed, and the response is received, it can send the next request. This is obviously undesirable, and this is all that was available in HTTP/1.0.

-
Now, if the client uses pipelining (available since HTTP/1.1), it can send all 10 requests in parallel. This is good because the MME could distribute them internally, and process them in parallel as well.

-
However, as described before, HTTP/1.1 mandates that all responses to pipelined requests MUST be delivered in order to the client. In fact, there is no other choice, because HTTP does not have any mechanisms to match requests and response, so the client must expect all responses arriving in the same order as it sent the requests.

-
So, the 1st request takes 30 seconds to complete (e.g., because of an error), while the MME has already processed all other requests almost instantly, the client will not get any response until the first one arrives, 30 seconds later. The whole TCP stream will be blocked.
With using HTTP1.1, the only way to solve that is to use a pool of TCP connections. This may be feasible, but it’s not something trivial to manage, and it is very costly in processing when setting up a TCP connection.  Both client and server side need to manage a pool for both directions, because both ends can behave as client and server.
The other possibility is to use HTTP/2, but HTTP/2 is, as of today, very immature (especially in the servers). Just to illustrate this point, it is noteworthy that:
The availability of HTTP/2 in Apache is supported apparently by an external module (mod_h2) which requires custom patches to be applied to the source code (?!) (https://cwiki.apache.org/confluence/pages/viewpage.action?pageId=51810161)

Testing and debugging tools seem to be not widely available. For example, Wireshark support for an HTTP/2 dissector is only “partially functional”, as described in their web (https://wiki.wireshark.org/HTTP2)
Diameter, on the other hand, does not suffer from these limitations. The transport used by Diameter (SCTP) can use unordered delivery, as recommended explicitly in RFC 6733. So, even inside one single stream, it will not be blocked just because one individual request takes longer than expected.
5. The status of Diameter deployment
Diameter is widely used for control plane signalling in 3GPP network. 
One of the benefits of using DIAMETER is the freedom to design the protocol from "scratch". It is fully possible to design the protocol to serve the exact purpose of the T6a/T6b reference point, in terms of using a unique Application Id, unique Commands and AVPs specially designed for MONTE functionality.

The DIAMETER protocol can work both in a stateful or stateless mode. 
Diameter has already well specified when comes to overload control, load control and routing (especially useful when forwarding monitoring result from MME/SGSN via an IWK-SCEF, to the SCEF at home, also finding correct MME/SGSN(s)). Recently, Diameter message priority is also under the discussion for better handling of an overload situation.
4. Conclusion
Based on the above discussion it is proposed to consider to use Diameter for the T6a/b interface. A DIAMETER based interface meet current requirement and have the possibility to meet future requirements the best. The protocol choice will make it possible to streamline and optimize the interface for the exact purpose of the T6a/T6b reference point.

There is no reason to introduce a complete new control plane protocol in 3GPP without any experience on e.g. overload, load control, routing and so on, while the existing Diameter based protocol does a better job. 
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