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1. Introduction
CT4 is studying various EPC race conditions scenarios and scenarios with hanging session/bearer contexts in EPC nodes, and assessing whether to improve the existing stage 3 protocols and/or specifications for effective handling of these scenarios. 
2. Reason for Change
Heavy usage of core network resources may cause processing or transport delays, which can lead to unexpected race conditions. E.g. if during a PDN connection establishment, the PGW defers its response to the MME/SGSN due to signalling delays in the PGW, PCRF or OCS, the MME/SGSN may attempt to establish the PDN connection via an alternative PGW. If the first PGW still processes the original request and requests the PCRF to establish a Gx session, the PCRF tears down the IP-CAN session established via the second PGW, resulting then in failure of any subsequent VoLTE call establishment. 

3. Conclusions

This P-CR provides a description of new potential solutions for handling of overlapping transactions in the network. 
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.811 v0.0.0.
* * * First Change * * * *

* * * Next Change * * * *

5.x
Solutions for scenario X – overlapping transactions in the network
5.x.4
Solution 4 – Including a Timestamp in the session request
5.x.4.1
Solution description
The node originating the GTP-C Create Session Request (MME/SGSN, TWAN/ePDG) includes a Timestamp in the message, indicating the time at which the request is initiated.
Intermediate nodes (e.g. SGW, PGW) forwards the Timestamp of the originating node towards the upstream nodes that need to process the request (e.g. PCRF, 3GPP AAA Server). 
Any node (e.g. PCRF, 3GPP AAA Server) receiving a new session request colliding with an existing session context, for the same UE and APN and from a different PGW, accepts the new session request only if it contains a more recent timestamp than the timestamp stored for the existing session. I.e. the receiving node uses the Timestamp to detect and reject a late arriving request colliding with an existing context.
The solution assumes that all originating nodes (MME/SGSN, TWAN/ePDG) are synchronized on time (universal time NTP) if it is necessary to support this mechanism for scenarios where the UE repeats its request via an alternative originating node, e.g. MME relocation scenarios or UE reattaching to a different MME. Any originating node that detects a NTP failure does not include the information towards peers.
Figure 5.x.4.1.1 illustrates the scenario described in subclause 4.x.1.2 (MME reselecting a different PGW to establish the PDN connection due to delays in the first PGW to forward the request to the PCRF) with the above proposal.
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Figure 5.x.4.1.1: Use of TimeStamp - MME reselecting an alternative PGW during a PDN connection establishment 
Differences with the scenario documented in subclause 4.x.1.2 are highlighted below.
1.
The MME includes its Timestamp (TS1) in the GTP-C Create Session Request. The SGW forwards the TS1 received from the MME towards the PGW1. 
2.
The MME includes its Timestamp (TS2) in the GTP-C Create Session Request. The SGW forwards the TS2 received from the MME towards the PGW2. PGW2 also forwards the TS2 towards the PCRF during the IP-CAN session establishment.
3.
PGW1 eventually initiates the IP-CAN session establishment procedure towards the same PCRF. PGW1 forwards the TS1 towards the PCRF. The PCRF detects that this request collides with the existing session (same UE and APN, different PGW) and thus rejects the request as TS1 is older than TS2.
4.
Upon subsequent SIP session establishments, the PCRF is able to bind the UE's IP address (from PGW2) received via the Rx interface with the IP-CAN session established over Gx (from PGW2). 

5.x.4.2
Impacts on existing nodes and functionality

Impacts on MME/SGSN, TWAN/ePDG, SGW, PGW:

-
new Timestamp IE in GTP-C Create Session Request over S11/S4, S5/S8;
-
NTP monitoring and fallback to existing behaviour (i.e. no Timestamp in request) upon detection of a NTP failure;

and, if it is necessary to support the mechanism across different originating nodes e.g. different MMEs:
-
MME/SGSN and TWAN/ePDG need to be NTP synchronized; 

Impacts on PGW, PCRF, 3GPP AAA Server:

-
new Timestamp AVP in CCR-I command over Gx and in Authorization Request over S6b.
-
PGW and 3GPP AAA Server stores the Timestamp of the originating  node during a session establishment; upon detection of a collision between a new session establishment request with an existing session, the timestamps are compared to determine whether to accept or reject the new request.
5.x.4.3
Evaluation of the solution
Pros:

-
this is a proactive solution, avoiding to overwrite and tear down valid session contexts;
-
avoids generating extra signalling to tear down and re-establish the IMS PDN connection for possibly a lot of UEs when the network starts experiencing delays (as the conditions driving to long network answers would likely affect a lot of UEs); 
-
avoids impacts to end user's services.
Cons:

-
impacts several nodes: MME/SGSN, TWAN/ePDG, SGW, PGW, PCRF, 3GPP AAA Server; with small to moderate impacts;
-
add some little overhead (processing and storing information) to all nominal scenarios, in many nodes/interfaces, all the time, for overlapping transactions scenarios that should remain rare; 
-
additional 10 to 15 bytes (64 bit NTP Time Stamp) needed for every GTP-C Create Session Request / CCR-I or S6b Authorization Request command;

-
does not avoid hanging contexts to occur;
-
all originating nodes need to monitor their NTP state and revert to the existing behaviour in case of NTP failure.

and, if it is necessary to support the mechanisms across different originating nodes e.g. different MMEs:
-
all originating nodes (MME/SGSN, TWAN/ePDG) need to be NTP synchronized; 
5.x.5
Solution 5 – Including a Timestamp and Maximum Wait Time in the session request
5.x.5.1
Solution description
The node originating the GTP-C Create Session Request (MME/SGSN, TWAN/ePDG) includes in the message:

-
a Timestamp indicating the time at which the request is initiated;

-
a Maximum Wait Time indicating the maximum time to complete the processing of the request, i.e. the time the originating node waits before it times out.

Intermediate nodes (e.g. SGW, PGW) forwards the Timestamp and the Max Wait Time of the originating node towards the upstream nodes that need to process the request (e.g. PCRF, 3GPP AAA Server). 
Any node (e.g. PCRF, 3GPP AAA Server) receiving a new session request colliding with an existing session context, for the same UE and APN and from a different PGW, accepts the new session request only if it contains a more recent timestamp than the on-going one (as per solution 4). Besides, any node receiving the message after the time "Timestamp + Max Wait Time" ignores the message. I.e. the receiving node uses:

-
the Timestamp to detect a late arriving request colliding with an existing context;

-
the Max Wait Time to detect an obsolete request which has already timed out at the originating node.

Any node that created a session with a peer node and is now ignoring the message initiates a clean up to avoid stale sessions in the network.

The solution assumes all network elements are synchronized on time (universal time NTP). Any node that detects a NTP failure ignores the new parameters and does not include the information towards peers.

Figure 5.x.5.1.1 illustrates the scenario described in subclause 4.x.1.2 (MME reselecting a different PGW to establish the PDN connection due to delays in the first PGW to forward the request to the PCRF) with the above proposal.
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Figure 5.x.5.1.1: Use of TimeStamp and Max Wait Time - MME reselecting an alternative PGW during a PDN connection establishment 
Differences with the scenario documented in subclause 4.x.1.2 are highlighted below.

1.
The MME includes its Timestamp (TS1) and Max Wait Time (MWT) in the GTP-C Create Session Request. The SGW forwards the TS1 and MWT received from the MME towards the PGW1. 

2.
The MME includes its Timestamp (TS2) and Max Wait Time (MWT) in the GTP-C Create Session Request. The SGW forwards the TS2 and MWT received from the MME towards the PGW2. PGW2 also forwards the TS2 and MWT towards the PCRF during the IP-CAN session establishment.

3.
PGW1 eventually initiates the IP-CAN session establishment procedure towards the same PCRF. PGW1 forwards the TS1 and MWT towards the PCRF. The PCRF detects that this request arrives after the time " TS1 + MWT" and thus ignores the request.

PGW1 detects that the maximum time " TS1 + MWT" has expired and ceases to process the Create Session Request.

4.
Upon subsequent SIP session establishments, the PCRF is able to bind the UE's IP address (from PGW2) received via the Rx interface with the IP-CAN session established over Gx (from PGW2).
5.x.5.2
Impacts on existing nodes and functionality

Impacts on MME/SGSN, TWAN/ePDG, SGW, PGW, PCRF, 3GPP AAA Server:

-
new Timestamp and Max Wait Time IEs in GTP-C Create Session Request over S11/S4, S5;
-
new Timestamp and Max Wait Time AVPs in CCR-I command over Gx and Authorization Request command over S6b;
-
NTP time synchronization, monitoring and fallback to existing behaviour upon NTP failure

-
evaluating for every incoming request whether the request is still valid or obsolete (i.e. receiving node comparing the current NTP time with the Timestamp + Max Wait Time information in the request); cease processing a request if it is too late;
5.x.5.3
Evaluation of the solution
Pros:

-
this is a proactive solution, avoiding overwriting valid session contexts;
-
avoids generating extra signalling to tear down and re-establish the IMS PDN connection for possibly a lot of UEs when the network starts experiencing delays (as the conditions driving to long network answers would likely affect a lot of UEs); 
-
avoids impacts to end user's services.

-
avoids processing incoming obsolete requests at the receiver and further upstream nodes;
-
receiver knows exactly when the originator of the request will time out. Alleviates the need for tight coordination in timers setting between originators and receivers;

Cons:

-
impacts several nodes: MME/SGSN, TWAN/ePDG, SGW, PGW, PCRF, 3GPP AAA Server, with moderate to fair impacts; 

-
all network nodes need to be NTP synchronized; 
-
add some little overhead (processing and storing information) to all nominal scenarios, in many nodes/interfaces, all the time. Overlapping transactions scenarios should remain rare, while the overhead applies to all transactions;
-
network nodes need to monitor their NTP state and revert to the existing behaviour in case of NTP failure;

-
about additional 15 bytes (64 bit NTP Time Stamp, + Max Wait Time) needed for every GTP-C Create Session Request / CCR-I or S6b Authorization Request command;

-
might be limited to intra-PLMN scenarios (due to tight NTP synchronization); 

-
does not avoid hanging contexts when delays occur for Diameter/GTP answers (or this requires the originator to wait for the response for a longer period than the Max Wait Time communicated to the upstream nodes);

-
upstream nodes continue to process a request until the end of 'Timestamp + Max Wait Time' provided by the node originating the request (e.g. MME), while intermediate nodes may possibly use a shorter maximum retransmission time (e.g. if the T3 x N3 period used by the SGW ends before 'Timestamp + Max Wait Time'). So the intermediate nodes timeout obviates the Max Wait Time at the end node still causing processing at upstream node for obsolete requests.
* * * End of Changes * * * *
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