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1. Introduction
This PCR analyses the 3GPP network implications for the HSS with associated load considerations..
2. Reason for Change
The PCR addresses the technical report subclause 5.2.2 to analyze the 3GPP network implications for the HSS with associated load considerations. 

3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.810.
* * * First Change * * * *

5.2.2
3GPP network implications

This subclause will  analyse some Load characteristics associated to main networks elements, namely HSS, AAA server PCRF taking into account distributed systems, partitioned systems It will also be considered which type of load information is relevant.

5.2.2.1
Introduction

This subclause will analyse some load characteristics associated to several main 3GPP networks elements, e.g. HSS, AAA server, PCRF taking into account various topologies (e.g. set of independent servers, distributed systems, partitioned systems).
Editor's note:
we need to consider if clients should be also address in this section, especially when considering the usage of the load information by client (e.g. MME receiving load info from HSS).
5.2.2.2
HSS

5.2.2.2.1
Variety of interfaces
The HSS supports a large number of 3GPP Diameter based interfaces with their own Diameter application:

- 
S6a / S6d with MME / SGSN;

-
Cx, with I/S-CSCF;

-
Sh with AS;

-
SWx with AAA server;

-
Zh with BSF

-
S6m / S6n with MTC IWF / MTC AAA;

-
SLh with GMLC;

- 
S6c with SMS central functions.

Editor's note:
it is to consider how the number of Diameter applications supported by the HSS impacts the load information per interface.
5.2.2.2.2
Variety of HSS topologies

HSS topologies are various:
-
one HSS;

-
multiple separated and independent HSSs, which require a user identity to HSS resolution mechanism as the subscription data of a user is stored in only one of the HSSs (partitioned system);

-
a distributed HSS, following the UDC architecture, with one UDR and several front-ends which could be geographically distributed, but allowing access to any user subscription data; each front end may appear as one Diameter host;

-
several distributed HSSs, which also require a user identity to HSS resolution mechanism, as the subscription data of a user is stored in only one of the distributed HSSs (partitioned system).
This list is not exhaustive and other topologies may exist.

Load balancing is not applicable between separated and independent HSS, or between several distributed HSS (partitioned systems).

Load balancing may be applied between multiple front-ends of a distributed HSS. In this case, load information supplied by each front-end would help to achieve load balancing in a downstream Diameter node.

5.2.2.2.3
Selection of the HSS host

Regarding the user identity to HSS resolution mechanism, 3GPP specifications describe the possible use of a Redirect or a Proxy DA without excluding other possibilities. They are here recapitulated, as they may have impacts on how load control can be handled:

-
When a redirect server is used, a client or a DA which has to send a request to a HSS of which it does not know the identity, will only provide the Diameter realm and send its request to the Redirect DA, that will return one or several HSS host identities. If several host identities are returned, the client or the DA may select the host by taking into account the host load information and achieve load balancing between the HS hosts.

-
When a proxy DA is used, the client which does not know the identity of the HSS, only provides the Diameter realm and sends the request that will reach the proxy DA which will determine the HSS host identity, If several HSS host identities are possible, this proxy DA may select the host by taking into account  their load information and achieve load balancing.

For a given user, the origin host which is returned in the Diameter answers, may be stored by the client and reused as host destination for next requests regarding this user, In these cases where the destination host is determined, no load balancing between hosts is applied.
Editor’s Note: AAA server and PCRF cases to be addressed.

* * * End of Changes * * * *

