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1. Introduction

In Rel-12 an overload control mechanism was introduced to several 3GPP Diameter based protocols. This mechanism is specified in IETF draft-ietf-dime-ovli-06. The specified mechanism is limited to cover server overload and realm overload but does not address agent overload. Agent overload may be covered by future IETF work but is out of scope for 3GPP. 
Within 3GPP an extension to the overload control mechanism that allows exchange of load information hence should focus on server load and realm load while agent load should be out of scope. Agent load information and its usage may be specified by IETF as an extension to Agent Overload control.

It is expected that reporting nodes that are able to report server overload or realm overload will be enhanced to report server load or realm load. It is expected that the load information will be conveyed as an extension to the OC-Supported-Feature AVP in answer messages (which is anyway sent).
2. Reason for Change

One of the use cases for load information is dynamic load balancing. Reacting nodes that perform server selection may take the load information received into account when selecting the server. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.cde version 0.1.0.

* * * First Change * * * *
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* * * Next Change * * * *

5.2.3.1
Dynamic Load Balancing

5.2.3.1.1
Host-Routed-Requests

A Diameter client (e.g. MME), before sending a request, may detect that the request can potentially be handled by a set of servers (e.g. HSS1, HSS2, HSS3, HSS4). The client (e.g. MME) may have load information available from previous communications with those servers (e.g. load-of-HSS1, load-of-HSS2, load-of-HSS3, load-of-HSS4). The client may use the available load information of the servers to pre-select one server. Details on this selection are discussed in 5.2.3.1.3.
The client (e.g. MME) may then detect that the pre-selected server (e.g. HSS1) is 

a) not overloaded or

b) overloaded, but the request survives overload abatement or

c) overloaded and the request does not survive
In cases a) and b) the request can be sent to the (pre-)selected server. In case c) the client may detect that

c1) all potential servers (HSS1, HSS2, HSS3, HSS4) are overloaded

c2) otherwise (e.g. HSS3 and HSS4 are not overloaded)
In case c1) the request is dropped. In case c2) the client may use the available load information of the non-overloaded servers (e.g. load-of-HSS3 and load-of-HSS4) to finaly select the server. Details on this selection are discussed in 5.2.3.1.3.
5.2.3.1.2
Realm-Route Requests
A Diameter client (e.g. MME), before sending a request, may not be able to determine the server(s) that could serve the request. In this case the client only determines the realm to which the request is to be sent. It is believed that the determined realm is distinct i.e. there is a single target realm rather than a set of potential target realms out of which one would be selected by means of load balancing. Hence load of a realm is not needed as far as dynamic load balancing is concerned.
5.2.3.1.3
Server Selection
It is assumed that a server's currently available capacity (a percentage value between 1 and 100) can be calculated from the server's reported load information. Furthermore it is assumed that a server's static weight factor is preconfigured (or otherwise available) at the selecting client. A server's dynamic weight factor can then be calculated (static weight factor * currently available capacity /100). The number space from 1 to the sum of all potential servers' dynamic weight factors can be segmented in ranges each representing a server so that the size of a range corresponds to the represented server's dynamic weight factor. The client may select a random number between 1 and the sum of all potential servers' dynamic weight factors. The server that is represented by the range into which the random number falls is then selected.
5.2.3.1.4
Interaction with Overload Control

When a server's available capacity falls below a certain limit (e.g. 10%), it may consider to request a higher traffic reduction by means of IETF draft-ietf-dime-ovli-06 [2].
Similarly when a server's available capacity exeeds a certain threshold (e.g. 50%), it may consider to request a lower traffic reduction (if any).
5.2.3.1.5
Summary
Signalling a server's load information to a client is required for dynamic load balancing while signalling a realm's load information is not.
The reported server's load information shall be in a format that allows the client to calculate the server's available capacity represented by a percentage value between 1 and 100.
Dynamic Load Balancing taking into account the servers' loads may occure at the client in two steps: 1. to pre-select the server (out of all potential servers) and 2. if the request cannot be sent to the pre selected server due to overload while  diversion is possible, to select the diversion target (out of all non-overloaded potential servers).
* * * End of Changes * * * *




3GPP


