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Introduction

The Work Item on "CT aspects of Group Communication System Enablers for LTE" (CP-14xxxx) contains the following objective:
2. [specify the] Possible MB2 reference point impacts related to the definition of BM-SC restoration procedures.

This contribution provides an analysis of the potential extensions to the existing restoration procedures for GCSE.

Discussion

CT4 has specified comprehensive stage 2 MBMS restoration procedures in Rel-12, which enable to maintain or restore the delivery of MBMS services after a failure or restart event occurs at any node involved in the delivery of MBMS services (eNB, MCE, MME, MBMS-GW, BM-SC) or at any interface between them. As an exception, CT4 did not specify procedures for restoring MBMS services after a BM-SC failure or restart since the reference point from the content provider to the BM-SC had not been standardised by 3GPP so far.  
The group communication service may be provided in the downlink direction using unicast delivery (i.e. EPS bearers) or MBMS delivery (i.e. using MBMS bearers). For the latter case, a new MB2 reference point has been defined between the GSC AS and the BM-SC. 
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Diameter is used over the MB2 reference point, using SCTP or TCP transport, where the BM-SC acts as the Diameter server and the GCS AS as the Diameter client. An MB2-C Diameter session is terminated at each request and answer pair interaction. See TS 29.468.

The GCS AS may possibly interact with BM-SCs pertaining to different PLMNs (see TS 23.468).
TMGIs are managed between the GCS AS and the BM-SC using explicit TMGI allocation and deallocation procedures upon request from the GCS AS, i.e. the GCS AS requests the BM-SC to allocate/deallocate TMGIs and the BM-SC assigns TMGIs to the GCS AS for a given period.
Maintaining the MBMS service delivery when a failure/event occurs in the network is of paramount importance in the context of Public Safety services. This is guaranteed with the MBMS restoration procedures specified in Rel-12 for failure/restart affecting most of the network entities, except for the BM-SC and GCS AS. So this contribution further analyses the scenarios when a failure/restart event affects any of these two entities or the MB2 interface itself. 

Solutions such as geo-redundant BM-SC or GCS AS are not considered in this contribution (out of scope of 3GPP).

1.
BM-SC restart

When the BM-SC restarts, the BM-SC loses all its MBMS bearer contexts and the knowledge of the TMGIs it had allocated to the GCS AS before restarting. The MBMS delivery is interrupted, i.e. the MBMS GW detects the restart of the BM-SC and triggers the release of the corresponding MBMS resources in E-UTRAN. 
The GCS AS needs to detect (in the shortest time) the restart of the BM-SC in order to:

· restore the delivery of the downlink contents, i.e. restore the MBMS delivery or switch to unicast delivery; and
· free the TMGIs previously assigned by the BM-SC and possibly request the re-allocation of TMGIs (otherwise any subsequent requests from the GCS AS to activate MBMS services with the TMGIs assigned before the BM-SC restart would fail and be rejected by the restarted BM-SC). 
When the GCS AS and BM-SC are in direct contact (i.e. w/o intermediate Diameter Agent), the GCS AS can detect the restart of the BM-SC using the existing Diameter Base Protocol mechanisms, i.e. by 

· checking the Diameter Origin-State-Id AVP sent by the BM-SC; and

· sending periodic Device-Watchdog-Request to the BM-SC in absence of other MB2 signalling traffic. 
When the GCS AS and the BM-SC are not in direct contact, i.e. when there is one or more intermediate Diameter Agent entities in-between, the existing Diameter mechanisms do not permit to detect a restart of the BM-SC (as the intermediate DA can remove or update the Diameter Origin-State-Id AVP, and as the DWR is only exchanged between peers in direct contact). For the SGmb interface, for which a similar use case was considered (BM-SC and MBMS GW not in direct contact), a new MBMS HeartBeat procedure, conveying a Diameter Restart-Counter AVP, was defined. The same procedure could apply to the MB2 interface. 
2.
GCS AS restart

When the GCS AS restart, the GCS AS may lose its information about the on-going MBMS services it had activated and the set of TMGIs it had reserved. Resources are still reserved in the PLMN (E-UTRAN, MME, MBMS GW, BM-SC) for the MBMS services that had been activated by the GCS AS before its restart. Likewise, TMGIs are still reserved in the BM-SC for this GCS AS.

The BM-SC needs to detect (in the shortest time) the restart of the GCS AS in order to stop the MBMS bearer services that had been activated by the GCS AS before its restart, and to free the TMGIs that had been assigned to that GCS AS (w/o having to wait for the TMGI expiration time).

When the GCS AS and the BM-SC are in direct contact, the BM-SC can detect the restart of the GCS AS using the same existing Diameter Base Protocol mechanisms (checking the Diameter Origin-State-Id AVP sent by the GCS AS, and with the BM-SC sending DWR to the GCS AS).

The MBMS Heartbeat procedure could be used when the GCS AS and BM-SC are not in direct contact, with the BM-SC initiating MBMS Heartbeat Request towards the GCS AS.

3.
MB2-C path failure
A non-transient MB2-C path failure may occur if the GCS AS or BM-SC fails w/o restarting. The same issues as discussed for the previous cases will occur in this case, e.g. 
· TMGIs allocated in the BM-SC and pending MBMS resources in the PLMN for services that had been activated by a GCS AS that fails w/o restarting, or
· delivery of the downlink contents interrupted if the BM-SC fails without restarting.

When the GCS AS and BM-SC are in direct contact, any node can detect a non-transient failure using the mechanisms specified in the Diameter Base Protocol (e.g. transport connection failure, peer not responding, Diameter Device-Watchdog-Request and Device-Watchdog-Answer messages during periods when there is no need for other MBMS signalling). 
When the GCS AS and BM-SC are not in direct contact, any node could detect a non-transient failure using the MBMS Heartbeat procedure (like defined for the SGmb reference point). This procedure may optionally be used as well when both nodes are in direct contact, if supported.
Note:
when the GCS AS and BM-SC are not in direct contact, a transport connection failure does not allow to identify a failure of the remote peer. Likewise, it is not possible to rely on Diameter Device-Watchdog-Request / Answer messages to test the responsiveness of the remote node during periods when there is no need for other MBMS signalling as these messages are only exchanged between Diameter peers with a direct transport connection.

Note that the keep-alive period (DWR or MBMS Heartbeat request) in all these scenarios needs to be short (i.e. in the order of few seconds) to ensure detection of a failure/restart in the shortest time frame.

4.
SGi-mb  / MB2-U path failure
Once an MBMS bearer is started and content is flowing from the GCS AS to the BM-SC, the GCS AS that is supporting critical communications will need to know if there is a failure in that delivery. The most basic failure would be of the BM-SC itself. Otherwise, the GCS AS could be sending DL MBMS bearer content into a dark hole, while believing that it is being delivered. If the downstream MBMS nodes (MBMS-GW, MCE, eNB) are not aware of the failure for some time, there will be a delay before the TMGI is removed from the MCCH. During that time, the UE will continue to monitor MBMS, believing that there is just no data content coming at this point in time, while actually the data is being lost. So there will be a gap in the content delivery to the UE, until the UE realizes somehow that it needs to get a unicast bearer to receive the content.

Rel-12 supports an option for the MBMS GW to detect a SGi-mb user plane failure (i.e. no more user plane traffic received from BM-SC) and to tear down the MBMS session if no user plane is received for some time. UEs would thus detect the loss of the MBMS services. The BM-SC may then attempt to re-establish the MBMS session via the same MBMS GW (using different user plane resources over SGi-mb) or via an alternative MBMS GW. 

 If the MBMS session is not re-established and if it was activated by a GCS AS, the BM-SC needs additionally to notify the GCS AS that the MBMS session has been deactivated, i.e. send a MBMS bearer event notification (message already defined by CT3) to the GCS AS to let the latter know about the MBMS delivery failure and let it take any appropriate action (e.g. switch to downlink unicast or re-establish an MBMS bearer service).
This mechanism does however not allow to detect a user plane failure that would take place over MB2-U since a MB2-U path failure does not entail a SGi-mb path failure (synchronization sequences are transmitted continuously from the BM-SC to the MBMS GW e.g. in case of MBSFN transmissions, even if there is no MBMS user data to be sent). 

Besides, the GCS AS may pre-establish MBMS bearers in certain pre-configured areas before the start of the group communication session (see TS 23.468 Annex A), i.e. the pre-established MBMS bearer(s) is used for the DL traffic only when a UE originates a request for group communication for one of these areas. The BM-SC cannot thus interpret the absence of downlink user plane over the MB2-U interface (after the activation of a MBMS bearer by the GCS AS) as indicating a failure. 

MB2-U path failure could be detected by e.g. requiring the GCS AS to send periodic keep-alive user plane packets to the BM-SC on a specific UDP port. It is proposed to leave this aspect up to implementations.
Conclusion

It is proposed to specify basic restoration mechanisms over the MB2 interface for the following scenarios, as described in this contribution, covering both cases where the GCS AS and BM-SC are or are not in direct contact:

· BM-SC restart

· GCS AS restart

· Non-transient MB2-C path failure
· SGi-mb path failure
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