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* * * First Change * * * *

X
GTP-C load & overload control mechanism

X.1
General

X.1.1
GTP-C overload problem

GTP-C entities can communicate with other GTP-C peers in direct contact (e.g. MME and SGW) or remote GTP-C peers through intermediate GTP-C entities (e.g. MME and PGW via the SGW). In normal conditions, requests sent by a GTP-C entity will be processed by the receiving GTP-C entity which will send back a message indicating the result of the request (success/failure). 
Overload situations in a GTP-C entity occur when the number of incoming requests exceeds the maximum request throughput supported by the receiving GTP-C entity, e.g. when the internal available resources of the GTP-C entity, such as processing power or memory, are not sufficient to serve the number of incoming requests. As a consequence of the overload situation, the receiving GTP-C entity cannot successfully process the exceeding proportion of requests. These requests can be either simply dropped or extremely delayed in the processing. At best, the GTP-C entity may have enough internal resources to send back to the request initiator a message indicating that the requests cannot be successfully processed. Whatever the behaviour of the overloaded GTP-C entities, the rate of successfully processed requests and consequently the overall performances of the network decrease.
NOTE:
GTP-C overload control does not target to address transport network congestion. It assumes a transport network that is still capable to exchange signalling traffic. 
Given the nature of GTP-C protocol in how it relies on retransmissions of unacknowledged requests (GTP-C is carried over UDP transport), when a GTP-C entity experiences overload (or severe overload) the number of unacknowledged GTP-C messages compounds exponentially and can lead to a node congestion or even collapse. An overload or failure of a node can lead to an increase of the load on the other nodes in the network and, in the worst case, turn into a complete network issue via a snow ball effect.
The impact of GTP-C overload to services can be such as:
-
loss of PDN connectivity (IMS, Internet …) and associated services;

-
loss of ability to setup and release radio and core network bearers necessary to support services e.g. GBR bearers for VoLTE;

-
loss of ability to report to the PGW/PCRF user information's changes, e.g. location information for emergency services and lawful intercept, changes in RAT or QoS;

-
billing errors and loss of revenue.
X.1.2
Scenarios leading to overload
Reasons for these temporary overload cases can be many and various in an operational network, such as insufficient internal resource capacity of a GTP-C entity faced with a sudden burst of requests e.g. after network failure/restart procedures affecting a large number of users, deficiency of a GTP-C entity component leading to a drastic reduction of the overall performances of the GTP-C entity.
Examples of GTP-C signalling based scenarios which can cause GTP-C overload are:

-
traffic flood resulting from the failure of a network element, inducing a signalling spike, e.g. when the network needs to re-establish the PDN connections affected by the failure of an EPC node;

-
traffic flood resulting from a large number of users performing TAU/RAU or from frequent transitions between idle and connected mode;

-
an exceptional event locally generating a traffic spike, e.g. a large amount of calls (and dedicated bearers) being setup almost simultaneously upon a catastrophic event or an exceptional but predictable event (e.g. Christmas, New year);

-
Frequent RAT-reselection due to scattered non 3GPP (e.g. WiFi) coverage or massive mobility between 3GPP and non 3GPP coverage may potentially cause frequent or massive intersystem change activities i.e. UEs trying to either create  PDN connections over the new access or moving PDN connections between 3GPP and non 3GPP coverage.

Besides, GTP-C load balancing based only on semi-static DNS weights can lead to a load imbalance and thus GTP-C signalling scenarios such as those mentioned above may result in an overload of the SGWs or PGWs with the highest load while there is still remaining capacity on other SGWs or PGWs.
X.1.3
Load & overload control concepts

Load control refers to "GTP-C signalling based Load Control" as defined in subclause 4.3.7.1a.1 of 3GPP TS 23.401 [3] and subclause 5.3.6.1a of 3GPP TS 23.060 [35]. 
Overload control refers to "GTP-C signaling based Overload Control" as defined in subclause 4.3.7.1a.2 of 3GPP TS 23.401 [3] and subclause 5.3.6.1a of 3GPP TS 23.060 [35].
Load control and overload control are two distinct but complementary concepts:

-
load control enables a GTP-C entity (e.g. SGW/PGW) to send its load information to a GTP-C peer (e.g. MME/SGSN, ePDG, TWAN) to adaptively balance the session load across entities supporting the same function (e.g. SGWs cluster) according to their effective load. The load information reflects the operating status of the resources of the GTP-C entity.

-
overload control enables a GTP-C entity becoming or being overloaded to gracefully reduce its incoming signalling load by instructing its GTP-C peers to reduce sending traffic according to its available signalling capacity to successfully process the traffic. A GTP-C entity is in overload when it operates over its signalling capacity resulting in diminished performance (including impacts to handling of incoming and outgoing traffic).
Load control allows for better balancing of the session load, so as to attempt to prevent overload in the first place (preventive action). Overload control aims at shedding the incoming traffic as close to the traffic source as possible generally when overload has occurred (reactive action), so to avoid spreading the problem inside the network and to avoid using resources of intermediate nodes in the network for signalling that would anyhow be discarded by the overloaded node.

Load control does not trigger overload mitigation actions even if the GTP-C entity reports a high load.
Load control and overload control may be supported and activated independently in the network.
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