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* * * First Change * * * *

X.2
Load control solution

X.2.1
Principles of load control

Stage 2 requirements on GTP-C load control solution are defined in clause 4.3.7.1a.1 of 3GPP TS 23.401 [3] and clause 5.3.6.1a of 3GPP TS 23.060 [35]. The high level principles are summarized below:

a)
Load Control is an optional feature;

b)
a GTP-C node may signal its Load Control Information to reflect the operating status of its resources, allowing the receiving GTP-C peer node to use the same to augment the existing GW selection procedures;

c)
the calculation of the Load Control Information is implementation dependent and its calculation and transfer shall not add significant additional load to the node itself and to its corresponding peer nodes;

d)
the Load Control Information may signal a load information of a GTP-C node (e.g. PGW) or, if the APN level load control feature is supported, may signal load information about specific APN(s);

e)
the SGW may send its Load Control Information to the MME/S4-SGSN. The PGW may send its Load Control Information to MME/S4-SGSN via the SGW. For non-3GPP access based interfaces, the PGW may send its Load Control Information to the ePDG and TWAN;

f)
the Load Control Information shall be piggybacked in GTP-C request or response message such that exchange of Load Control Information does not trigger extra signalling;
NOTE:
The inclusion of Load Control Information in existing messages means that the frequency increases as the session load increases, allowing faster feedback and thus better regulation.
g)
a node supporting Load Control sends Load Control Information to a peer GTP-C node based on local configuration (see clause X.2.6);

h)
the format of the Load Control Information shall be specified with enough precision to guarantee a common interpretation of this information allowing interoperability between nodes of different vendors;

i)
for inter-PLMN case, local configuration may restrict the exchange and use of Load Control Information across PLMNs;

j)
the GTP-C node may decide to send different values of Load Control Information on inter-network (roaming) and on intra-network (non-roaming) interfaces based on local configuration, i.e. the values sent on intra-network interfaces may differ from the values sent on inter-network interfaces. However, on intra-network interfaces, the node should send the same values between the 3GPP and non-3GPP access based interfaces.

k)
the Load Control Information received via GTP-C signalling shall be used in conjunction with the information received from the DNS, during the node selection procedure. Refer to 3GPP TS 29.303 [32] for further details.
X.2.2
Applicability to 3GPP and non-3GPP access based interfaces

Load Control may be supported on the 3GPP & non-3GPP access based interfaces and nodes as summarized by the Table X.2.2-1.
Table X.2.2-1: Applicability of Load Control to GTP-C interfaces and nodes

	Originator
	Consumer
	Applicable Interfaces

	PGW
	MME
	S5/S8, S11
SGW relays Load Control Information from S5/S8 to S11 interface.

	PGW
	S4-SGSN
	S5/S8, S4
SGW relays Load Control Information from S5/S8 to S4 interface.

	SGW
	MME
	S11

	SGW
	S4-SGSN
	S4

	PGW
	ePDG
	S2b

	PGW
	TWAN
	S2a


NOTE:
Refer to Annex Y.z for information on the GTP-C interfaces for which Load Control is not supported.
X.2.3
Node level load control
Node level load control refers to advertising of the load information at node level – i.e. load information at node level granularity – and selection of the target node based on this information. It helps to achieve an evenly load balanced network by the use of the dynamic load information provided within Load Control Information.
X.2.4
APN level load control

X.2.4.1
General

APN level load control refers to advertising of the load information at APN level granularity and selection of the target node based on this information. It helps to achieve an evenly load balanced network at APN granularity by the use of the dynamic load information provided within Load Control Information with the APN scope. Only a PGW may advertise APN level load information.
APN level load control is an optional feature that may be supported when the following pre-condition is applicable.

Pre-Condition:
· In the given network, when the ratio of the configured APN resource to the overall capacity of the PGW is not the same across all the PGWs in the network.
NOTE:
In other cases, e.g. when all the resources of the PGW are available for all the APNs served by that PGW, the node level load information is exactly the same as APN level load information, for each of its APNs, and hence performing node load control is sufficient.

When APN load control is supported and activated, the PGW should advertise APN load information. The node performing PGW selection, i.e. MME, S4-SGSN, ePDG, TWAN, shall utilize this information when selecting the PGW, if the APN level load control feature is supported.
X.2.4.2
Justifications for APN load control support
Following are the justifications to support the APN level load control in the network when the pre-condition specified in X.2.3.1 is applicable:

1)
To achieve load balancing at the APN level granularity: The PGW may be configured to handle more than one APN in the network. In such a case, the PGW may be additionally configured to allocate different resources for each of the configured APN, e.g. the PGW may be configured to handle "X" number of sessions for the "consumer" APN while "Y" number of session for the "corporate" APN. And the ration of this limit, i.e. "X" and "Y" to the PGW's capacity may not be the same across all the PGWs in the network. In this case, the load information with node level granularity is not sufficient and could result in a network where one PGW has more sessions for the "consumer" APN while another PGW has more sessions for the "corporate" APN. Thus, an evenly load balanced network at APN level load granularity cannot be realized.

2)
To ensure effective overload control in the network: If the distribution of sessions at APN level is uneven, then there is a higher risk of overload of some PGWs as compared to other PGWs, e.g. the PGW handling more sessions for "consumer" APN may have to handle more messages (e.g. generated due to mobility events resulting into change of ULI, RAT type, Serving GW, etc.) as compared to the PGW handling more sessions for the "stationary-machine" APN. Hence, the PGW handling "consumer" APN sessions may be at higher risk of overload as compared to the other PGWs in the network and hence, this situation may result in poor overload control of the network.

3)
To ensure efficient node selection algorithm: Based on the node level load information, the source node (e.g. MME) may end-up selecting the PGW for a new session for the given APN. However, the selected PGW may reject the new session request if it is running at 100% load capacity for the given APN. Or the new session request may be throttled by the source node based on the overload information of the APN for the given PGW. Thus the new session request may be denied (i.e. rejected by the selected PGW or throttled by the source node based on PGW's APN level overload information) while the other PGW may have the capacity to handle the same. Thus, the lack of APN level load information may result in inefficient node selection algorithm by the source node.

X.2.4.3
Elements of APN load control
For allowing an effective APN load control, at least the following information (in addition to the other applicable information for load control as defined in clause X.2.5.1.2) are required to be advertised by the PGW, as part of the APN level load information:

APN: The APN for which the PGW wants to advertise the load information.

APN-Load-Metric: It indicates the current resource utilization for a particular APN, in percentage, as compared to the total resources reserved for that APN at the target PGW. Its computation is implementation dependant and it has same characteristics as "Load-Metric" described in clause X.2.5.1.2.2, when applied at APN level.

APN-relative-capacity: It indicates the total resources configured for a given APN as compared to the total resources of the target PGW, in percentage. It is a static parameter and does not change unless the resources configured for the APN changes. Using APN-relative-capacity and the DNS weight-factor of the given PGW, the source node can judge the PGW's APN related resources as compared other PGWs in the network, i.e. the PGW's APN-weight-factor can be calculated by multiplying the APN-relative-capacity and DNS-weight-factor of the PGW (PGW's-APN-weight-factor = PGW's-APN-relative-capacity X DNS-weight-factor).
For the following example configuration,

PGW1-APN1-relative-capacity = 50%; PGW2-APN1- relative-capacity = 20%; PGW3-APN1- relative-capacity = 10%


PGW1-weight-factor = 20; PGW2-weight-factor = 20; PGW3-weight-factor = 60;
The APN level weight-factor for each of the PGWs can be calculated as below:
PGW1-APN1-weight-factor = 50% X 20 = 10.

PGW2-APN1-weight-factor = 20% X 20 = 4.
PGW3-APN1-weight-factor = 10% X 60 = 6.
Thus, based on APN-weight-factor it can conclude that the PGW1 has highest APN1 related resources reserved as compared to the other PGWs in the network. And hence the source node should use this information to favour PGW1 over other PGWs for APN1 related new session requests.
* * * Next Change * * * *

Y.z

GTP-C interfaces not supporting Load Control
Load Control has been designed as a generic mechanism possibly applicable to any GTP-C node. However, for the reasons clarified below, in the current release, Load Control is not supported for the following GTP-C based interfaces:

-
S3, S10, S16 (limited GTP-C signalling traffic, to minimize impact to the MME/S4-SGSN);

-
Sm, Sn (limited GTP-C signalling traffic, to avoid impact to the MBMS GW);

-
Sv (limited GTP-C signalling traffic, to avoid impact to the legacy CS products);

-
S101, S121 (avoid impacts to the legacy HRPD products);

-
Gn/Gp (to avoid impact to the legacy Gn-SGSN/GGSN products and GTPv1-C protocol).

* * * End of Changes * * * *

