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1. Introduction
CT4 is currently studying GTP-C load/overload control mechanisms. This contribution is an input for the related TR.
2. Reason for Change
The throttling algorithm used for message throttling by the receiver requires to be concluded.
3. Conclusions

It is concluded to define "Loss" algorithm as the default algorithm to support and use by the receiver. Corresponding conclusion is proposed in 6.4.1.3.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v1.0.0.
* * * First Change * * * *

6.4.1
Throttling algorithms

6.4.1.1
General

As a part of the overload mitigation, the GTP-C node is required to reduce the total number of messages, which would have been sent otherwise, towards the overloaded peer based on the information received within "Overload Control Information". This is achieved by discarding a fraction of the messages in proportion to the overload level of the target peer. This is called message throttling and there could be multiple ways (i.e. algorithms) to achieve the same. Correspondingly, this sub clause examines various message throttling algorithms, and for each algorithm evaluates various aspects such as effectiveness, efficiency, ease of implementation, etc. Finally, one of the algorithms will be recommended as the default algorithm which should be minimally implemented as the part of the support of the "GTP-C overload control" feature.
6.4.1.2
Throttling by "Loss" algorithm

6.4.1.2.1
Description

This algorithm allows the GTP-C node to ask its peer to reduce the number of requests they would ordinarily send by a specified percentage. For example, if a sender requests another peer that it reduces the traffic it is sending by 10%, then that peer will throttle 10% of the traffic that would have otherwise been sent to this node.

The sender provides the requested traffic reduction in percentage within the "Overload-Reduction-Metric" as specified in clause 6.2.2.1.2.1. The recipients of the "Overload-Reduction-Metric" shall reduce the number of requests sent by that percentage, either by redirecting them to an alternate destination if possible (e.g. the Create Session Request message can be redirected to an alternate SGW/PGW), or by failing the request and treating it as if it was rejected by the destination node.

This algorithm does not guarantee that the future traffic towards the overloaded node will be less than the past traffic. It only ensures that the total traffic sent towards the overloaded node is less than what would have been sent without any throttling in place. The overloaded node is expected to periodically adjust the requested traffic reduction based e.g. on the traffic reduction factor that is currently in use, the current system utilization (i.e. overload level) and the desired system utilization (i.e. target load level), and/or the rate of the current overall received traffic, e.g. after requesting 10% reduction in traffic, if the overloaded node receives more traffic than in the past while in overload, leading to worsen rather than improve the overload level, then the overloaded node may request for 20% reduction in traffic. Thus, by periodically adjusting the requested traffic reduction, the overloaded node can ensure that it receives, approximately, the amount of traffic which it can handle.

Since the reduction is requested in percentage, and not in absolute amount, this algorithm achieves better useful throughput while ensuring the protection of the overloaded node. For example, when the overloaded node request 10% of the reduction in traffic from all its source nodes, some source nodes may send less traffic than in the past while others may send more traffic than in the past (depending upon the events generated towards these source nodes by other entities in the network), while applying 10% reduction in traffic. And the total traffic received by the overloaded node may still be within its ability to handle this traffic. Thus, the source node generating more traffic is balanced by the other source nodes generating less traffic and hence achieving higher useful throughput towards the overloaded node.

6.4.1.2.2
Implementation

For the implementation of "Loss" algorithm, among other possible methods, it is possible to make use of a statistical loss function (e.g., random assignment of messages into "success" and "failure" categories based on the indicated percentage) to decide if the given message can be sent or need to be throttled. For example, the source node generates a random number between (0, 100) for each message which is a potential candidate for throttling. To realize 10% throttling, the message with a random number 10 or less is assigned "failure" category while remaining messages are assigned "success" category. The message with "failure" category is throttled and hence this achieves approximately a 10% reduction in the overall traffic. The actual traffic reduction might vary slightly from the requested percentage, albeit in an insignificant amount. However, this allows very simple and effective implementation of the "Loss" algorithm without having the need for the source node to implement any queuing/buffering mechanism. Besides, no special coordination or central control is needed within the source node with distributed system architecture having multiple processes sending messages towards the same overloaded node in parallel.6.4.1.2.3
Message priority related consideration

The algorithm can select certain messages to throttle in priority. For example, implementations are allowed to distinguish between higher-priority and lower-priority messages, and drop the lower-priority messages in favour of dropping the higher priority messages, as long as the total reduction in traffic conforms to the requested reduction in effect at the time. For example, in the 50-50 distribution of high priority and low priority messages, 20% reduction to low priority messages and 0% reduction to high priority messages need to be applied in order to achieve the effective reduction in traffic by 10% towards the overloaded node. Similarly, 100% reduction to low priority messages and 20% reduction to higher priority messages need to be applied to achieve the effective reduction in traffic by 60% towards the overloaded node. Refer to clause 6.4.2 regarding the guidance on determining the priority of a message.

6.4.1.2.3
Advantages

Following are the advantages of using the "Loss" algorithm for traffic throttling:

· Very easy to implement at the source node and causes very little overhead in terms of processing power to realize the throttling. Equally suitable for the distributed as well as monolithic type of architectures.

· Based on some statistical analysis, the overloaded node can approximately calculate the required reduction in traffic without being bothered about the risk of over/under throttling by the source nodes. Thus, simple to calculate the required reduction in traffic and hence easy to implement at the overloaded node.

· Since the traffic reduction is requested in percentage, the total capacity of the overloaded node is not literally divided among the source nodes. And hence it ensures higher useful throughput towards the overloaded node. Thus an efficient throttling mechanism which avoids over/excessive throttling.

· Highly suitable in the network where each node is connected to multiple peer nodes. In other words, suitable for mesh type of network topology with higher node density.

-
The overloaded node does not need to track the set of upstream nodes or the request rate it receives from each upstream node. It is sufficient to monitor the overall system utilization.

6.4.1.2.4
Drawbacks

Following are the drawbacks of using the "Loss" algorithm for traffic throttling:

· May not be very effective in protecting the overloaded node during sudden and heavy peaks in the traffic. The issue may not be very severe unless the pattern of traffic peaks coincide at all the source nodes at the same time.

· Since the reduction in future traffic, relative to the past traffic, is not guaranteed, the overloaded node may need to adjust the required reduction in traffic more often and periodically.
6.4.1.3
General

It is concluded that for message throttling the "Loss" algorithm as specified in clause 6.4.1.2, shall be specified in 3GPP Release 12 as mandatory algorithm to support and default to use.
Additionally, following aspects should be considered during normative work.

Table 6.4.1.3-1: Aspects to be considered during further normative work

	Subclause
	Comments

	6.4.1.1
	General description of throttling algorithm
	Text from corresponding subclause for normative work.

	6.4.1.2.1
	Description of "Loss" algorithm.

Some of the aspects mentioned in 6.4.1.2.3 and 6.4.1.2.4 may also be considered as part of description.
	Text from corresponding subclause for normative work.

	6.4.1.2.2
	Implementation of "Loss" algorithm and possible method as an implementation example
	Text from corresponding subclause for normative work.
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