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1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
This P-CR describes the interaction between the load control and information received from DNS.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0
* * * For Information* * * *
Will be handled as part of another P-CR
5.1A.3
Example use case
To better understand various requirements identified in clause 5.1A.2 and to also study other aspects related to APN load control it is better to consider an example network topology and configuration as follows:
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Figure 5.1A.3.1: Example network topology and configuration

As depicted in the figure 5.1A.3.1, there are 3 PGWs in the network configured with different maximum session capacity and resource limit for APN1. Although PGW3 has highest session capacity, PGW1 has the highest resources reserved for APN1. Based on the configured resource limit for APN1, each PGW can calculate APN1's resource limit relative to the overall resources at the node level, i.e. "PGW1-APN1-res-limit = (PGW1-APN1-max-sess / PGW1-max-sess) * 100".
* * * End of Information* * * *
* * * First Change * * * *
5.4.2
Information received from DNS 

5.4.2.1
With node level load information
The node level load information consists of the "Load Metric" of the target node, i.e. PGW/SGW, representing the current utilization of the resources as compared to overall available resources at the target node. Using the existing methodology the node performing the node selection, i.e. MME, SGSN, ePDG, TWAN (or termed as source node, here), prepares the candidate list of the target nodes satisfying the required criteria to serve the new session request. Lets call the list "TNodeList", i.e. list of candidate target nodes "TNode". Then, the source node uses the "Load Metric" and DNS-weight-factor of each of TNode to perform node selection as given below.
Effective-available-load:

Effective-available-load of the target node is calculated considering the current available load and the DNS weight-factor of the target node as follows:

TNode-effective-available-load = (100 – TNode-load-metric)% X TNode-weight-factor
Relative-available-load:
Relative-available-load represents the effective-available-load of the target node as compared to the effective-available-load of all the target nodes in the network and calculated as follows:

TNode-relative-available-load = (TNode-effective-available-load / sum-of-effective-available-load-of-all-the-nodes-in-TNodeList) X 100%
Node Selection:
The TNode-relative-available-load of the target node indicates the fraction of the new session request for which the corresponding node should be selected to ensure evenly balanced network, e.g. TNode-relative-available-load value of X% indicates that the corresponding target node should be selected for X% of the new sessions requests.
Example:
For the example use case in clause 5.1A.3, let's consider the following "Load Metric":


PGW1-load-metric = 10%

PGW2-load-metric = 20%

PGW3-load-metric= 30%
Based on the above, the effective-available-load can be calculated as below:


PGW1-effective-available-load = (100 – 10)% X 20 = 18

PGW2-effective-available-load = (100 – 20)% X 20 = 16

PGW3-effective-available-load = (100 – 30)% X 60 = 42
Then the relative-available-load can be calculated as below (by rounding-off to nearest integer value):

PGW1-relative-available-load = 18 / (18 + 16 + 42) =~ 24%

PGW2-relative-available-load = 16 / (18 + 16 + 42) =~ 21%


PGW3-relative-available-load = 42 / (18 + 16 + 42) =~ 55%

Out of the total new session requests, the PGW1 should be selected for 24%, PGW2 should be selected for 21% and PGW3 should be selected for 55%, e.g. for 100 new sessions requests, the PGW1 should be selected for 24 sessions, PGW2 should be selected for 21 sessions and for remaining 55 new sessions PGW3 should be selected.
When a TNode's node level load-metric is not available (e.g. due to the load control feature is not supported between two PLMNs and the PGW and the MME are from different PLMNs), the source should use load-metric=0 for the TNode for various calculations above.
5.4.2.2
With APN level load information

The APN level load information is only applicable to the PGW and hence this clause is only applicable for the selection of the PGW. The APN level load information consists of the "APN Load Metric", representing the current utilization of the APN resources as compared to overall available APN resources at the target node, and "APN Resource Limit", representing the resources reserved for the APN as compared to overall available resources at the target node. Using the existing methodology the node performing the node selection, i.e. MME, SGSN, ePDG, TWAN (or termed as source node, here), prepares the candidate list of the target nodes satisfying the required criteria to serve the new session request for the given APN. Let's call the list "TNodeList", i.e. list of candidate target nodes "TNode". Then, the source node uses the "APN Load Metric", "APN Resource Limit" and DNS-weight-factor of each of TNode to perform node selection as given below.

APN-Effective-available-load:

APN-Effective-available-load of the target node is calculated considering the current APN load (i.e. APN-load-metric), APN-resource-limit and the DNS weight-factor of the target node as follows:

TNode-APN-effective-available-load = (100 – TNode-APN-load-metric)% X TNode-APN-resource-limit X TNode-weight-factor

APN-Relative-available-load:

APN-Relative-available-load represents the APN-effective-available-load of the target node as compared to the APN-effective-available-load of all the target nodes in the network and calculated as follows:

TNode-APN-relative-available-load = (TNode-APN-effective-available-load / sum-of-APN-effective-available-load-of-all-the-nodes-in-TNodeList) X 100%

Node Selection:

The TNode-relative-APN-load of the target node indicates the fraction of the new session request of the given APN for which the corresponding node should be selected to ensure evenly balanced network at that APN level, e.g. TNode-relative-APN-load value of X% indicates that the corresponding target node should be selected for X% of the new sessions requests for the given APN.

Example:

For the example use case in clause 5.1A.3, let's consider the following "APN1 Load Metric":


PGW1-APN1-load-metric = 60%


PGW2-APN1-load-metric = 50%


PGW3-APN1-load-metric= 50%

And the following APN1-resource-limit:


PGW1-APN1-resource-limit = 50%


PGW2-APN1-resource-limit = 20%


PGW3-APN1-resource-limit = 10%

Based on the above, the APN1-effective-available-load can be calculated as below:


PGW1-APN1-effective-available-load = (100 – 60)% X 50% X 20 = 4

PGW2-APN1-effective-available-load = (100 – 50)% X 20% X 20 = 2

PGW3-APN1-effective-available-load = (100 – 50)% X 10% X 60 = 3
Then the APN-relative-available-load can be calculated as below (by rounding-off to nearest integer value):


PGW1-APN1-relative-available-load = 4 / (4 + 2 + 3) =~ 45%


PGW2-APN1-relative-available-load = 2 / (4 + 2 + 3) =~ 22%


PGW3-APN1-relative-available-load = 3 / (4 + 2 + 3) =~ 33%

Out of the total new session requests for APN1, the PGW1 should be selected for 45%, PGW2 should be selected for 22% and PGW3 should be selected for 33%, e.g. for 100 new sessions requests for APN1, the PGW1 should be selected for 45 sessions, PGW2 should be selected for 22 sessions and for remaining 33 new sessions PGW3 should be selected.
When a PGW's APN level load-metric is not available (e.g. due to no APN level resource limit configured at that PGW), and if the MME is using APN level load control from other PGWs in the candidate list, then the MME should use APN-load-metric=(PGW's)load-metric and APN-res-limit=100 for that PGW for various calculations above.
When APN level load-metric is not received for a given APN but has been received for the other APN(s) from a PGW then for this given APN the MME should use APN-load-metric=(PGW's)load-metric and APN-res-limit=(100 – sum of [resource-limit of other APN(s)]) for the same PGW for various calculations above.
* * * End of Changes * * *
