
3GPP TSG CT WG4 Meeting #64
C4-140083
Guangzhou, The Republic of China; 20th – 24th January 2014
Source:
Alcatel-Lucent, Alcatel-Lucent Shanghai Bell, Verizon
Title:
Pseudo-CR on Inclusion of (over)load information
Spec:
3GPP TR 29.807 v0.3.0
Agenda item:
6.11
Document for:
Decision

1. Introduction
CT4 is currently studying GTP-C overload control mechanisms. This contribution is an input for the related TR.
2. Reason for Change
Regardless of how often a node includes the (over)load control information in GTP-C signalling, the receiver shall continue to use the last received (over)load information if it receives an (applicable) GTP-C message without that information. The receiver shall in particular not interpret the absence of the overload control information in one message as an indication that the overload has ceased. This is necessary for compatibility with senders that would not include the (over)load information in all messages and for forward compatibility when the (over)load information will be extended to additional GTP-C messages.

It has been only been foreseen so far to include the (over)load information in every message towards the peer or only when the contents of the information have changed. Another possible implementation for the sender could be to include the information periodically with a frequency which allow all peers to receive the (over)load information at an acceptable pace. The sender's behaviour wrt when to include the (over)load information should be left to each implementation to decide (the sender may include the (over)load control information in every message or not).

3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0.
* * * For Information * * * *

5.3.2
Alternative 1 – Inclusion by piggybacking only when the new/changed value has not been provided to a peer
5.3.2.1
Description

In this alternative, the node includes the Load Control Information only when the new/changed value has not already been indicated to the peer node, i.e. when there is a change in the load condition or if the load information is not already indicated to the peer node, the sender includes the Load Control Information by piggybacking it in the very first message (which can carry the Load Control Information) sent to the peer node. In the subsequent messages, which can carry the Load Control Information, sent to the same peer, the sender node does not include the Load Control Information, unless the information has changed. The receiver shall continue to use the earlier received Load Control Information until new information is received.
NOTE: The change of load condition simply refers to change of one or more parameter(s) within Load Control Information such that the sender decides to update the information at the peer node.
This alternative requires the sender to remember if it has already sent the Load Control Information to a given peer or not. Additionally, the sender also needs to remember what value was sent to a peer node so as to decide if the new value representing the load condition is same or a different from that peer node point of view, e.g. if Load Metric within Load Control Information changes from 10 to 15, the sender shall include it to a peer node to which 15 was not advertised earlier. However, to a peer node if 15 was advertised earlier and 10 was never advertised, (e.g. there was no messaging towards that peer node while the Load Metric changed from 15 to 10) there is no need to advertised 15 again.
* * * First Change * * * *

5.3.3
Alternative 2 – Inclusion by piggybacking in every message towards a peer

5.3.3.1
Description

In this alternative, the node includes the Load Control Information in each and every message, which can carry the Load Control Information, sent to a peer node by piggybacking it over the existing messages. The sender does not need to remember what value of the Load Control Information was already sent towards a peer node. And hence, the peer node may receive the same information from a sender in multiple messages.
The receiver shall continue to use the earlier received Load Control Information until new information is received.
NOTE:
This is required if the sender does not include the information in every message (see subclause 5.3.3.2) and for forward compatibility if the load information is extended to additional GTP-C messages in future (e.g. to a message supported by both the sender and the receiver, but with a sender implementing an earlier version of the specification and not including the new load control information in the message).  
* * * Next Change * * * *

5.3.x
Alternative X – Inclusion by piggybacking the load control information periodically
5.3.x.1
Description

In this alternative, the sender includes the Load Control Information in GTP-C signaling periodically. The sender does not need to remember whether and what value of the Load Control Information was already sent towards a peer node. The sender shall include the information often enough to ensure that all peers receive the information at an acceptable pace.
NOTE:
The period at which to include the Load Control Information may depend e.g. on the period with which the sender re-assesses its load level, the capacity of the sending node (a node with a smaller capacity can experience faster variations of its load level than a node with a larger capacity), the number of peer nodes.
The peer node may receive the same information from a sender in multiple messages. The receiver shall continue to use the earlier received Load Control Information until the new information is received from the same peer.
5.3.x.2
Advantages

Following are the advantages of this alternative:

· the sender need not remember if the Load Control Information was sent and its value towards any peer node. Thus, less processing and storage requirement on the sender node;
· simple to implement at the sender node;

· less overhead in the message and less message processing requirement at the receiver than if the Load Control Information is included in every message.
5.3.x.3
Drawbacks

Following are the drawbacks of this alternative:

· the sender has to remember when it has sent the information the last time to decide when to send it again;

· potentially redundant information will be included in multiple messages;

· extra processing at the receiver to compare and discard the new information if it is same as the old information received from the same node.

NOTE: 
A parameter within Load Control Information, representing the newness/freshness of the information (e.g. Overload-Sequence-Number as defined in clause 6.2.2.1.2.3), may help to address the above drawback to some extent, e.g. the receiver may simply discard the Load Control Information if the new value of the Load-Sequence-Number is same as earlier received from the same peer.
· the period at which to include the Load Control Information needs to be carefully defined, e.g. if the period is too long, there is a risk of not providing the load information towards some peers with which there is no messaging within that period; if the period is too short; this minimizes the gains vs. including the information in every message.

* * * Next Change * * * *

6.2.2.1.2.1
Overload-Reduction-Metric

The Overload-Reduction-Metric is a value in the range of 0 to 100 (inclusive) which indicates the percentage of traffic reduction the sender of the overload control information requests the receiver to apply. An Overload-Reduction-Metric of "0" always indicates that the node is not in overload (that is, no overload abatement procedures need to be applied) for the indicated scope.

Editor's Note: the granularity of the Overload-Reduction-Metric is FFS.

The computation of the exact value for this parameter is left as an implementation choice at the sending node.

The Overload-Reduction-Metric is a mandatory parameter to support (when supporting GTP-C overload control) and shall always be present in the Overload Control Information IE.

It is applicable to all nodes / GTP-C interfaces for which GTP-C overload control is defined.

The inclusion of the Overload Control Information IE signals an overload, unless the Overload-Reduction-Metric is set to 0, which signals that the overload condition has ceased. Conversely, the absence of the Overload Control Information IE in a message does not mean that the overload has abated.
* * * Next Change * * * *

6.2.2.1.2.3
Overload-Sequence-Number

The GTP-C protocol requires retransmitted messages to have the same contents as the original message (see subclause 7.6 of 3GPP TS 29.274 [6]). Due to GTP-C retransmissions, the overload information received by a GTP-C entity at a given time may be less recent than overload information already received from the same GTP-C entity for the same overload scope. The Overload-Sequence-Number aids in sequencing the overload information received from an overloaded GTP-C entity. The Overload-Sequence-Number contains a value that indicates the sequence number associated with the Overload Control Information IE.  This sequence number is used to differentiate two Overload Control Information IEs generated at two different instants by the same GTP-C entity for the same overload scope. The Overload-Sequence-Number is a mandatory parameter to support (when supporting GTP-C overload control) and shall always be present in the Overload Control Information IE. It is applicable to all nodes / GTP-C interfaces for which GTP-C overload control is defined.

The sender of this information shall increment the Overload-Sequence-Number associated to a particular overload scope whenever modifying some information in the Overload-Control-Information IE. The Overload-Sequence-Number shall not be incremented otherwise.

This parameter shall be used by the receiver of the Overload Control Information IE to properly collate out-of-order GTP-C messages e.g. due to GTP-C retransmissions. This parameter may also be used by the receiver of the Overload Control Information IE to determine whether the newly received overload information has changed compared to overload information previously received from the same node for the same overload scope. If the newly received Overload Control Information has the same Overload-Sequence-Number as the previously received Overload Control Information, from the same GTP-C peer and for the same scope, then the receiver can simply discard the newly received Overload Control Information while continuing to apply the overload abatement procedures as per the old value.
NOTE 1:
The timer corresponding to the period of validity needs however to be restarted even if the receiver discards the newly received Overload Control Information.  
If the value contained in the Overload-Sequence-Number parameter overflows during the period in which the overload mitigation is in effect, then the parameter shall be reset to an appropriate base value.

Due to an overflow, GTP-C entities receiving an overload indication should be prepared to receive an Overload-Sequence-Number parameter whose value is less than the previous value. GTP-C implementations may handle this by      continuing to perform overload control until the Period-Of-Validity related to the previous value of Overload-Sequence-Number parameter expires.

If the receiving entity already received and stored (still valid) overload information from the overloaded GTP-C entity for the same overload scope, the receiving entity shall update its overload scope entry only if the Overload-Sequence-Number received in the new overload information is larger than the value of the Overload-Sequence-Number associated with the stored entry.

NOTE 2:
this parameter is equivalent to the "oc-seq" parameter defined for SIP Overload control in IETF draft-ietf-soc-overload-control-13.

NOTE 3:
the GTP-C sequence number cannot be used for collating out-of-order overload information as e.g. overload information may be sent in both GTP-C requests and responses, using independent sequence numbering.

* * * For Information * * * *

6.3.2
Alternative 1 – Inclusion by piggybacking only when the new/changed value has not been provided to a peer
6.3.2.1

Description

In this alternative, during the overload condition the node includes the Overload Control Information only when the new/changed value has not already been indicated to the peer node, i.e. during the overload condition when there is a change in the overload condition or if the overload information has not already been indicated to the peer node, the sender includes the Overload Control Information by piggybacking it in the very first message (which can carry the Overload Control Information) sent to the peer node. In the subsequent messages, which can carry the Overload Control Information, sent to the same peer, the sender node does not include the Overload Control Information, unless the information has changed. The receiver shall continue to use the earlier received Overload Control Information until the old information is valid (e.g. based on the validity period of the old information) or until the new information is received.
NOTE:
The change of overload condition simply refers to change of one or more parameter(s) within Overload Control Information such that the sender decides to update the information at the peer node.
This alternative requires the sender to remember if it has already sent the Overload Control Information to a given peer or not. Additionally, the sender also needs to remember what value was sent to a peer node so as to decide if the new value representing the overload condition is same or a different from that peer node point of view, e.g. if Overload Metric within Overload Control Information changes from 10 to 15, the sender shall include it to a peer node to which 15 was not advertised earlier. However, to a peer node if 15 was advertised earlier and 10 was never advertised, (e.g. there was no messaging towards that peer node while the Overload Metric changed from 15 to 10) there is no need to advertised 15 again.
* * * Next Change * * * *

6.3.3
Alternative 2 – Inclusion by piggybacking in every message towards a peer

6.3.3.1

Description

In this alternative, the node includes the Overload Control Information in each and every message, which can carry the Overload Control Information, sent to a peer node by piggybacking it over the existing messages. The sender does not need to remember what value of the Overload Control Information was already sent towards a peer node. And hence, the peer node may receive the same information from a sender in multiple messages.
The receiver shall continue to use the earlier received Overload Control Information until the old information is valid (e.g. based on the validity period of the old information) or until the new information is received.
NOTE:
This is required if the sender does not include the information in every message (see subclause 6.3.3.2) and for forward compatibility if the overload information is added to additional GTP-C messages in future (e.g. to a message supported by both the sender and the receiver, but with a sender implementing an earlier version of the specification and not including the new overload control information in the message).  
* * * Next Change * * * *

6.3.x
Alternative X – Inclusion by piggybacking the overload control information periodically
6.3.x.1

Description

In this alternative, the node includes the Overload Control Information in GTP-C signaling periodically. The sender does not need to remember whether and what value of the Overload Control Information was already sent towards a peer node. The sender shall include the information often enough to ensure that all peers receive the information at an acceptable pace.
NOTE:
The period at which to include the Overload Control Information may depend e.g. on the period with which the sender re-assesses its overload level, the capacity of the sending node (a node with a smaller capacity can experience faster variations of its overload level than a node with a larger capacity), the number of peer nodes.

The peer node may receive the same information from a sender in multiple messages. 
6.3.x.2
Advantages

Following are the advantages of this alternative:

· the sender need not remember if the Overload Control Information was sent and its value towards any peer node. Thus, less processing and storage requirement on the sender node;
· simple to implement at the sender node;

· less overhead in the message and less message processing requirement at the receiver than if the Overload Control Information is included in every message.
6.3.x.3
Drawbacks

Following are the drawbacks of this alternative:

· the sender has to remember when it has sent the information the last time to decide when to send it again;

· potentially redundant information will be included in multiple messages;
· extra processing at the receiver to compare and discard the new information if it is same as the old information received from the same node.

NOTE: 
A parameter within Overload Control Information, representing the newness/freshness of the information (e.g. Overload-Sequence-Number as defined in clause 6.2.2.1.2.3), may help to address the above drawback to some extent, e.g. the receiver may simply discard the Overload Control Information if the new value of the Overload-Sequence-Number is same as earlier received from the same peer.
· the period at which to include the Overload Control Information needs to be carefully defined, e.g. if the period is too long, there is a risk of not providing the overload information towards some peers with which there is no messaging within that period; if the period is too short; this minimizes the gains vs. including the information in every message.

* * * End of Changes * * * *






























































































































































































