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1. Introduction
CT4 is currently studying GTP-C overload control mechanisms. This contribution is an input for the related TR.
2. Reason for Change
Three approaches have been documented for enforcing overload control between an MME/SGSN and a PGW: 

a)

Hop-by hop only;

b)

End-to-end only;

c)

End-to-end and intermediate node.
It is stated in subclause 6.7.3.2.3 that approach b) results in higher good throughput of the network. 

"Good throughput of the network" is defined in subclause 6.7.2.1 as: 

Enforcement of the overload control while ensuring that good throughput (i.e. measured in terms of the rate of total number of messages the overloaded node can successfully process) of the network remains consistent to that when no overload control is applied, should be one of the prime objective of the source node.
The following drawback has been documented for the approach a). 
-
As depicted in the example scenario in clause 6.7.3.1.2.2, the Intermediate node rejects 30% of the received messages in order to apply the overload control towards the Target node. In the EPC architecture, in which the Source node knows when the message is meant for the Target node, this approach proves to be very inefficient since it generates extra traffic and rejected responses between the Source and the Intermediate node.

The approach b) generates the same extra traffic and rejected responses between the Source and the Intermediate node and therefore can also be considered as being very inefficient.
Furthermore, when no SGW experiences an higher overload than the PGW, approaches b) and c) result in the same throughput. So a difference exists only when an SGW experiences an higher overload than the PGW; in that case, 
-
the rate of messages the overloaded SGW can successfully process is far higher in approach c) then in approach b) since approach c) adapts the signalling load to the SGW's signalling capacity whereas approach b) ignores the SGW overload and continues to further load the SGW with messages that it can not process;

-
this is true also for the others SGWs and therefore for the PGW assuming that the load is well balanced across the SGWs. 
So the approach b) results in the same or lower throughput than the approach c).

Similar conclusions also apply when comparing the throughput of both options of the approach c): 

-
the throughput is equivalent in both options when no SGW experiences an higher overload than the PGW;
-
the throughput is also equivalent in both options when an SGW experiences an higher overload than a PGW if the load is well balanced across the SGWs (since in that case, the MME/SGSN can not send more traffic via an alternative SGW to compensate for the traffic not sent to the PGW due to the first SGW). 

It is proposed to update the evaluation of these approaches accordingly. 
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0.
* * * First Change * * * *

6.7.3
Enforcement approaches

6.7.3.1
Hop-by-hop only

6.7.3.1.4
Drawbacks

Following are the drawbacks of this approach:

-
As depicted in the example scenario in clause 6.7.3.1.2.2, the Intermediate node rejects 30% of the received messages in order to apply the overload control towards the Target node. In the EPC architecture, in which the Source node knows when the message is meant for the Target node, this approach proves to be very inefficient since it generates extra traffic and rejected responses between the Source and the Intermediate node and thus extra load for both nodes.
* * * Next Change * * * *

6.7.3.2
End-to-end only

6.7.3.2.3
Advantages

Following are the advantages of this approach:

· It is very simple to implement since each node has to perform the overload control only for the end node (which is the target of the message) while ignoring the overload condition of the intermediate nodes.

· 
6.7.3.2.4
Drawbacks

Following are the drawbacks of this approach:

· As depicted in the example scenario in clause 6.7.3.2.2.2, the intermediate node may receive more messages than what it could handle since the source node does not consider the overload condition of the intermediate nodes. If the intermediate node cannot handle all of those messages, this approach may end-up rejecting or discarding some of them. which proves to be very inefficient since it generates extra traffic and rejected responses between the Source and the Intermediate node and thus extra load for both nodes.
· this approach results in the same or lower throughput than the "End-to-end and intermediate approach": 
· -
it achieves the same throughput when no SGW experiences an higher overload than the PGW; 
· -
it achieves a lower throughput when an SGW experiences an higher overload than the PGW since it leads to send more traffic than the SGW's signalling capacity; this is true also for the others SGWs and therefore for the throughput at the PGW if the load is well balanced across the SGWs. 
* * * Next Change * * * *

6.7.3.3
End-to-end and intermediate node

6.7.3.3.3
Advantages

Following are the advantages of this approach:

· It ensures the overload control of the target as well as the intermediate nodes. Thus, it ensures that any node does not receive more messages than what it can handle during the overload condition. And hence the possibility of rejection/discard of the received message is minimized in this approach.
· this approach results in the same or higher throughput than the "End-to-end only approach": 

-
it achieves the same throughput when no SGW experiences an higher overload than the PGW; 

· 
it achieves a higher throughput when an SGW experiences an higher overload than the PGW since it adapts the signalling load to the SGW's signalling capacity; this is true also for the others SGWs and therefore for the throughput at the PGW if the load is well balanced across the SGWs.
6.7.3.3.4
Drawbacks

Following are the drawbacks of this approach:

· As depicted in the example scenario in clause 6.7.3.3.2.2 and 6.7.3.3.2.3, this approach may result in multiple implementations for the enforcement of the overload control. Option depicted in clause 6.7.3.3.2.2 results in simpler implementation. Option depicted in clause 6.7.3.3.2.2 results in extra complexity in the implementation. The throughput in both options is equivalent:
-
the throughput is equivalent when no SGW experiences an higher overload than the PGW;

-
the throughput is equivalent when an SGW experiences an higher overload than a PGW if the load is well balanced across the SGWs (since in that case, the MME/SGSN can not send more traffic to the PGW via an alternative SGW to compensate for the traffic not sent to the PGW via the first SGW). 

* * * End of Changes * * * *






























































































































































































