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1 Introduction
The SGs/Gs interface restoration procedures are defined in 3GPP TS 23.007 clause 4 and clause 26. However the handling for Sv path failure and some SGs path failure scenarios are not covered in 3GPP. Those failures may seriously impact on UE voice service. This discussion paper provides a complete analysis on the various path failure scenarios over SGs and Sv, and then proposes some changes to enhance the MME/SGSN and MSC/VLR to be able to handle Path failure better, to minimize the UE service impact.
2 Discussion

2.0 Path failure

As specified in 3GPP, the path failure over various interfaces is detected either by a mechanism in the protocol used for the corresponding interface, e.g. using Echo Request/Response in the GTP and considering the path is down when the configured maximal path failure timer expires, or relying on the transportation network, e.g. if there are no more SCTP associations in service with that VLR for a given period over SGs interface. Of course O&M based methods can always be used, though it has some extra latency.
However such mechanism cannot reflect the real situation of node, i.e. the path failure may be due to a complete hardware failure of the peer node, or transportation failure somewhere in the backbone network. According to the report from various operators network, a transportation failure is a more common failure scenario, e.g. one of router/switch is broken, mis-configuration in a router/switch, an Ethernet cable is plugged out and so on.
It is required that different interfaces should be separated on the transportation network layer for safety reasons and also for a cleaner protocol design, i.e. signalling traffic belong to different interfaces should be separated, this can be done in many ways, using Virtual LAN is one of common deployment. So in case of transportation failure, it could be quite often that certain interface is complete down.
It would be necessary to have a mechanism to determine what kind of path failure in order to take a different approach to minimize the service impact and as well as to reduce signalling load imposed by the restoration procedure.

It would be necessary to have a solution when there is a complete failure for certain interfaces so that the proactive restoration is impossible to be performed from the serving node. 

2.1 SGs path failure
The CS voice centric UEs will attach for the EPS and non-EPS services in E-UTRAN, and for the GPRS and non-GPRS services in UTRAN/GERAN. Correspondingly, the MME/SGSN establishes the SGs/Gs association with the VLR. 
When there is a SGs path failure, the MME/SGSN will behave as specified in TS 23.007, clause 4.a0 as below:

Upon reception of a Combined TA / LA update or periodic Tracking Area Update from a UE that is attached for non-EPS service, if the VLR serving the UE is no longer in service, the MME may either:

· request the UE to re-attach to non-EPS services and then select an alternative available VLR to serve the UE for CS services during the subsequent combined TA / LA update procedure;

· or immediately perform the Location Update for non-EPS services procedure towards an alternative available VLR. 
Upon reception of an Uplink NAS Transport message from a UE that is attached for non-EPS service, if the VLR serving the UE is no longer in service, the MME may request the UE to re-attach to non-EPS services and then select an alternative available VLR to serve the UE for MO SMS and other CS services during the subsequent combined TA / LA update procedure.
Correspondingly, the MSC/VLR will behave as specified in TS 23.007, clause 26:

When the VLR has to page the UE for a mobile terminated CS service (e.g. upon receipt of an incoming CS call), if the VLR detects that the MME serving the UE is no longer in service, the VLR should send an SGs paging request with a CS restoration indicator to one alternative MME in the same MME pool. 

The MME shall accept the SGs paging request and proceed as follows upon receipt of an SGs paging request including the CS restoration indicator: 

- if the IMSI is unknown by the MME, or if the IMSI is known and the UE is marked as EMM-DEREGISTERED,  the MME shall send the paging request with the location information provided by the VLR, regardless of the value of the "MME-Reset" indicator. If no such location information is provided, the MME may either page the UE in all the tracking areas corresponding to that MME or in the tracking areas served by the MME and by the VLR, or reject the paging request per operator policy. The paging request shall include the IMSI and the CN domain indicator set to "PS" to request the UE to re-attach; 

- if the IMSI is known by the MME and the UE is considered to be attached to both EPS and non-EPS services or for SMS only (for an SGs paging request with an 'SMS indicator'), the MME shall page the UE based on the location information stored in the MME.

Upon receipt of a paging request including the IMSI and the CN domain indicator set to "PS", the UE re-attaches to one MME of the pool (that may not be necessarily the MME that initiated the paging procedure towards the UE) and a new SGs association is established with the VLR. This may be a different VLR than the VLR that initiated the SGs paging procedure, e.g. if Intra Domain Connection of RAN Nodes to Multiple CN Nodes is deployed for GERAN or UTRAN (see 3GPP TS 23.236 [24]).
The above MSC initiated SGs restoration procedure has a known issue – the selected alternative MME will perform IMSI paging and the UE will re-attach to one of MME in the same MME pool, that means the MME with failed SGs link may be selected again while this MME may not be possible to find an available MSC to reestablish SGs association. The more important is that such IMSI page with CN Domain indicator set to “PS” will completely destroy the on-going PS service, especially when the SGs paging is triggered by supplementary service, e.g. MT-USSD. So such IMSI based paging should be avoided if possible.
The above MME initiated SGs restoration procedure has assumed that the serving MME/SGSN must be able to reach an available MSC to re-establish SGs associations. While in case a complete SGs path failure, the serving MME/SGSN may not be able to reach an MSC at all.

In addition, if the issue is caused by an SGs link failure while the MSC/VLR in other respects remains functional, the link failure causes an increase in signalling to the HLR from moving UE registrations from the VLR which is no longer available from the MME to an available VLR.
No matter SGs restoration procedures are initiated by the MME or the MSC/VLR, it requires re-establishment of SGs associations which implies extra signalling and additional latency. 
So, in the scenarios that the serving MME is not possible to re-establish the SGs association to be able to ensure CSFB works, e.g. when the MME has experienced a complete SGs failure, e.g. as mentioned in the chapter 2.1, what serving MME should do with those UEs attached for the EPS and non-EPS services in E-UTRAN and for the GPRS and non-GPRS services in UTRAN/GERAN? 
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If the path failure is local to a single MME it may be resolved by having the serving MME force the UE to be moved to a different MME within the MME Pool, for example by executing load rebalancing Tracking Area Update (TAU) as specified in subclause 4.3.7.3 of TS 23.401. 

However, there are still some issues with that approach.

1. If the SGs/Sv connectivity error is common to all MMEs in the MME Pool, the new MME will also fail to perform SGs signalling.  
· The result would be that the new MME would also deny the UE’s combined attachment.  The UE would then either attempt to perform an access change to get CS attached in 2G/3G (voice centric), or would alternatively remain in the LTE access and no longer be able to use CS services (data centric). If the UE remains in the LTE access, the behaviour is at risk of going cyclic with a never ending sequence of inter-MME TAU procedure executions impacting all UEs that make requests to get interface CSFB services.

· Further, a lot of extra and useless signalling will be generated by moving the UE from one MME to another, this may seriously impact on the PS services and cause signalling overload in the network.

2. In case the path failure is local to only some MMEs in the MME Pool, the approach would succeed and the UEs would eventually be registered by an MME that is able to establish SGs association.

· However, it would at the same time create a load balancing problem since all UEs that request CSFB service are concentrated to some MMEs in the pool, thereby making the UE distribution and the resulting node load no longer balanced over the nodes in the pool, i.e. the MMEs in the MME pool with a healthy SGs interface have to serve those UEs requesting CSFB service, and in order to achieve that, due to capacity limitation, the MMEs may have to move those UE not requesting CSFB service to another MME in the pool.
· This generates a lot of extra signalling in the network. 
2.2 Sv Path failure
There are similar issues for Sv interface.

Since there is no registration procedure towards the MSC for a given UE, which is unlike for SGs interface, where the SGs association must be established before CS fall-back procedures can continue, the MME will contact a MSC only when SRVCC PS to CS handover is required, i.e. when UE is moving to 2G/3G and leaving LTE coverage, where the ongoing voice call should be transferred from PS domain to the CS domain. 
To use of SRVCC functionality and when detecting a path failure on the Sv interface when trying to make an SRVCC Packet Switched (PS) to CS Request towards the selected MSC, then MME may try to perform the SRVCC PS to CS procedure to any other available MSC using the Sv interface.  This requires of course that there are more than one MSC serving Sv and the UE’s location (i.e. the MSC pool must be deployed). 
But when no MSC is available to the MME, a restoration procedure initiated by the MME must be triggered; otherwise the ongoing Voice over LTE (VoLTE) call will be dropped when UE is going out of LTE coverage. And this is not acceptable.
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The Sv interface is based on GTPv2 protocol and it is possible that the MME may monitor the availability of Sv. However what should the MME do if it finds it is impossible to perform any SRVCC handover?
The serving MME may take similar approach as at an SGs link failure and attempt to force the UE to be moved to a different MME within the MME Pool. But the same issue described in 2.1 will be applicable and in addition the SRVCC handover is a time critical procedure that is executed in connected mode.
3 Proposal

Based on the above analysis, the restoration procedure for SGs and Sv path failure should be at least enhanced as following: 

1. The Serving MME FQDN should be included in the SGs-Paging-Request when the VLR has to page the UE for a mobile terminated CS service (e.g. upon receipt of an incoming CS call), if the VLR detects that the MME serving the UE is no longer in service, and the VLR should send an SGs paging request with a CS restoration indicator to one alternative MME from the same vender in the same MME pool. This is to avoid IMSI paging if the selected MME is able to identify and communicate with the failed MME. 
2. A mechanism to determine path failure reason, i.e. whether the path failure is local to an MME/SGSN or an MSC/VLR, or it is applicable all the members of MME pool or MSC pool. This can be done, when a serving MME/SGSN detect a SGs/Sv path failure, it broadcasts a new GTPv2 message towards all MMEs/SGSNs in the pool to report the failure and query the status of SGs/Sv signalling path from other MMEs/SGSNs. 
3. When SGs path failure is local to an MME and the other MMEs in the MME pool are still able to communicate with the serving MSC/VLR, this means that the serving MSC/VLR is still operational.
Then 
· Upon UE initiated event, e.g. combined TAU, the serving MME may select an alternative MME in the same MME pool with SGs signalling link as a proxy MME to relay any subsequent SGs signalling message for a given UE towards the serving MSC/VLR. The SGs signalling may be conveyed by a new GTPv2 message, such that the proxy MME just needs to forward the SGs message to the serving MSC without interpreting the content of SGs messages.  With this mechanism, it skips the signalling for re-establish SGs association and it works also for a complete SGs path failure case where the serving MME can’t find any available MSC to re-establish the SGs association. 
· Upon MT call, the serving MSC/VLR selects an alternative MME per existing requirement but in addition includes the serving MME FQDN in the SGs Paging request, which enables the selected MME to just forward the SGs paging request to the serving MME to enable S-TMSI based paging. The SGs paging request may be also conveyed via the same message proposed in the last bullet. The serving MME may continue to use the same proxy MME to accomplish the rest SGs signalling for the MT-call. 
4. When SGs path failure is local to an MME but it is a complete SGs failure, i.e. not possible to contact another MSC/VLR to establish SGs association, while the rest MMEs in the MME pool are still possible to communicated with another MSC/VLR, in this case, the serving MSC/VLR is completely down:
· Upon UE initiated event, e.g. combined TAU, the serving MME applies behaviours as specified in the subclause 4a.0 of TS 23.007, but selects an alternative MME with an operational SGs signalling link from the same MME pool as a proxy MME to relay any SGs signalling message for a given UE towards the selected MSC/VLR. The SGs signalling will be conveyed by a new GTPv2 message, so that the proxy MME just need to forward the SGs message to the selected MSC without interpretation the content of SGs messages. In this case the UE becomes registered by a different MSC/VLR. 

5. Similar for Sv path failure, when the serving MME has a complete Sv path failure, while other MMEs in the MME pool are still possible to communicate with a MSC in the pool, the serving MME may select an MME in the same MME pool with Sv signalling link as a proxy MME to relay any subsequent Sv signalling message for a given UE towards the serving MSC.
4 Conclusion

It is proposed to conclude the following issues: 
· It is a critical issue when an MME/SGSN has experienced a complete SGs path failure or a complete Sv path failure, where it will seriously impact on voice service and other CS services.

· IMSI paging with CN domain name set to PS introduced by the MSC/VLR initiated SGs restoration for MT call should be avoided if possible since it will seriously impact on the PS services.
It is proposed to agree the following solutions:

· Including the serving MME FQDN in the SGs-Paging-Request when the message is due to the MSC/VLR initiated SGs restoration for MT call.

· Introduce a new GTPv2 procedure (a pair of new GTPv2 messages) over S10/S16 to enable MME/SGSN report to and query other MMEs/SGSNs in the same pool the status of SGs and Sv when any of such path failure is detected. The support of such new GTP message shall be negotiated using Supported feature notification as specified in TS 29.274.
· Introduce a new GTPv2 procedure (a new GTP message) to transparently convey the SGs or Sv signalling message from the serving MME/SGSN to a proxy MME/SGSN. The support of such new GTP messages shall be negotiated using Supported feature notification as specified in TS 29.274.
· Include a new indication in SGs or Sv messages, e.g. SGs-Location-Update-Request, SGs-Service-Request and so on, to let the serving MSC know that the message is originated from the serving MME, not from the proxy MME. Note that such indication is added by the serving MME.
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