
3GPP TSG CT WG4 Meeting #63
C4-132172
San Francisco, US; 11th – 15th November 2013
Source:
Cisco
Title:
Pseudo-CR on Enforcement of overload control
Spec:
3GPP TR 29.807 v0.2.0
Agenda item:
6.11
Document for:
Decision

1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
This contribution introduces various mechanism for the enforcement of the overload control mainly when a GTP-C node is in contact with a remote peer via an intermediate GTP-C node and the remote GTP-C node and/or the intermediate GTP-C node experiences overload.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.2.0
* * * First Change * * * *

6.7
Enforcement of overload control 


6.7.1
General
When the GTP-C node receives Overload Control Information from its peer, it applies the overload abatement algorithm, based on the received information, for the messages sent towards the peer node. This is called the enforcement of the overload control and it involves throttling of the messages targeted for the overloaded peer node.
The enforcement of the overload is straight forward in a network topology where the source node is directly connected to the overloaded peer node, e.g. the MME applying the overload control for the messages targeted for the SGW based on the overload information of the SGW. However, in a topology where an intermediate node is involved, the enforcement of the overload control may require additional consideration regarding the overload condition of the intermediate node, e.g. besides the overload condition of the PGW, the MME may need to consider the overload condition of the SGW (which is an intermediate node) for the messages targeted for the PGW, while performing the overload control. This clause investigates various approaches for the enforcement of the overload control which can be applied by the source node for the messages targeted for the overloaded peer node, specifically for the network topology involving the source node and the overloaded target connected via an intermediate node.
6.7.2
Aspects related to enforcement of the overload control

6.7.2.1
Good throughput of the network
When overload control is applied towards the overloaded peer, the messages destined for the overloaded peer are throttled by the source node. The throttling simply means that the corresponding procedure is postponed and may be retried again in future, hopefully when the overload condition eases. The indication that the procedure cannot be handled now and postponed for future should be propagated all the way towards the original source of the procedure. In most of the cases, the original source of the procedure is UE and hence the indication has to be delivered back to the UE. When the UE retries the postponed procedure, it involves new radio and core network signaling. Besides, since the user request is postponed, the subscriber experience may be impacted as well. Thus, the throttling of the message has a cost associated with it and hence throttling should be done carefully. The source node should avoid any mechanism resulting in over throttling of the messages. Enforcement of the overload control while ensuring that good throughput (i.e. measured in terms of the rate of total number of messages the overloaded node can successfully process) of the network remains consistent to that when no overload control is applied, should be one of the prime objective of the source node.
6.7.2.2
Message processing efficiency at the source node
Enforcement of overload control requires extra logic and extra processing at the source node. This is an overhead since the source node has to spend its resources in an activity other than processing of the messages. Hence, the implementation as well as the processing complexity of the enforcement of the overload control should not result in poorer efficiency (i.e. the ratio of message related processing cycles v/s total processing cycles) of the source node.
6.7.2.3
Self-protection by the target node
The source node enforcing the overload control cannot ensure that the overloaded target will not receive more messages than what it can handle during the overload condition, e.g. the "loss" algorithm does not guarantee that the future traffic reaches perfectly that requested by the overloaded node. Hence the target node must protect itself from the risk of meltdown even in a network where all the source nodes support the overload control mechanism. As a part of this self-protection, the target node may reject or discard the messages which it cannot handle during an overloaded state.
6.7.3
Enforcement approaches
6.7.3.1
Hop-by-hop only
6.7.3.1.1
Description
In this approach, the source node enforces the overload control for the next-hop node only and assumes that the next-hop node does the same towards its next-hop peer node.
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Figure 6.7.3.1.1-1: Hop-by-hop enforcement of the overload control

As depicted in the figure 6.7.3.1.1-1, for the messages terminated at the Target node, the Source node enforces the overload control based on the overload information of the Intermediate node. For the received messages, the Intermediate node enforces the overload control based on the overload information of the Target node. And thus, in this hop-by-hop approach of the enforcement of the overload control each node applies overload control only based on the overload condition of its next-hop peer node.
6.7.3.1.2
Example scenario
6.7.3.1.2.1
Overload Condition

Consider the following overload condition for our example:

Target_Overload-Metric = 30%
Intermediate_Overload-Metric = 10%
Target_Terminated-Messages = 100
6.7.3.1.2.2
Outcome of the overload control enforcement
Following is the outcome of the hop-by-hop overload control enforcement:
Source-Intermediate_Messages = 90.
Intermediate-Target_Messages = 63; Out of 90 messages, 27 messages are rejected by the Intermediate node towards the Source node.
6.7.3.1.3
Advantages

Following are the advantages of this approach:

· It is very simple to implement since each node has to perform the overload control only for its next-hop peer node. Additionally, each node needs to know the overload condition of its next-hop peer only.

-
The intermediate node may never receive more messages than it can handle during the overloaded condition.
6.7.3.1.4
Drawbacks

Following are the drawbacks of this approach:
-
As depicted in the example scenario in clause 6.7.3.1.2.2, the Intermediate node rejects 30% of the received messages in order to apply the overload control towards the Target node. In the EPC architecture, in which the Source node knows when the message is meant for the Target node, this approach proves to be very inefficient since it generates extra traffic and rejected responses between the Source and the Intermediate node.
6.7.3.2
End-to-end only
6.7.3.2.1
Description
In this approach, the source node enforces the overload control based on the overload information of the target of the message without considering the overload information of the intermediate node. Since, the source node considers the overload information of the final target of the message only, the approach is called "End-to-end" enforcement of the overload control.
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Figure 6.7.3.2.1-1: End-to-end enforcement of the overload control

As depicted in the figure 6.7.3.2.1-1, for the messages terminated at the Target node, the Source node enforces the overload control based on the overload information of the Target node, without considering the overload condition of the Intermediate node. For the received messages, the Intermediate node does not further enforce any the overload control and hence does not reject any messages towards the Source node. However, since the overload condition of the Intermediate nodes are overlooked by the Source node, there is a risk that the Intermediate node may receive more messages, terminated at the Target node, than what it can handle during the overload situation. 
6.7.3.2.2
Example scenario

6.7.3.2.2.1
Overload Condition

Consider the following overload condition for our example:

Target_Overload-Metric = 30%
Intermediate_Overload-Metric = 40%
Target_Terminated-Messages = 100

6.7.3.2.2.2
Outcome of the overload control enforcement

Following is the outcome of the end-to-end overload control enforcement:

Source-Intermediate_Messages = 70; The Intermediate node indicated that it could only handle 60 out of 100 messages.
Intermediate-Target_Messages = 70.
6.7.3.2.3
Advantages

Following are the advantages of this approach:

· It is very simple to implement since each node has to perform the overload control only for the end node (which is the target of the message) while ignoring the overload condition of the intermediate nodes.
· It results in higher good throughput of the network.
6.7.3.2.4
Drawbacks

Following are the drawbacks of this approach:

· As depicted in the example scenario in clause 6.7.3.2.2.2, the intermediate node may receive more messages than what it could handle since the source node does not consider the overload condition of the intermediate nodes. If the intermediate node cannot handle all of those messages, it may end-up rejecting or discarding some of them.
6.7.3.3
End-to-end and intermediate node
6.7.3.3.1
Description

In this approach, the source node enforces the overload control based on the overload information of the target of the message as well as the overload information of the intermediate node. Since, the source node considers the overload information of the final target as well as the intermediate nodes, the approach is called "End-to-end and intermediate node" enforcement of the overload control.
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Figure 6.7.3.3.1-1: End-to-end and intermediate node enforcement of the overload control

As depicted in the figure 6.7.3.3.1-1, for the messages terminated at the Target node, the Source node enforces the overload control based on the overload information of the Target node as well as the overload information of the Intermediate node. For the received messages, the Intermediate node does not further enforce any the overload control and hence does not reject any messages towards the Source node. However, since the overload condition of the Intermediate nodes are already taken care of, the Intermediate node may not receive more messages than what it can handle during the overload situation. Thus, this approach ensures the overload protection of the Target as well as Intermediate nodes. The Source node may be connected to the same Target node via multiple different Intermediate nodes. In that case, enforcing of the overload control, while ensuring the overload condition of all the involved nodes and also while ensuring higher good throughput of the network by avoiding the unnecessary throttling of the messages, may put an extra burden on the Source node to implement a relatively complex algorithm.
6.7.3.3.2
Example scenario

6.7.3.3.2.1
Overload Condition

Consider the following network topology for illustrating the enforcement of the overload control:
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Figure 6.7.3.3.2.1-1: Example network topology
Consider the following overload condition for the topology above:

Target_Overload-Metric = 30%
IntermediateA_Overload-Metric = 10%
IntermediateB_Overload-Metric = 20%
IntermediateC_Overload-Metric = 40%
Target_Terminated-Messages = 100
IntermediateA-Target_Messages = 20

IntermediateB-Target_Messages = 50

IntermediateC-Target_Messages = 30

6.7.3.3.2.2
Outcome of the overload control enforcement – Implementation 1
In this implementation, the Source node applies the message throttling based on the max (Intermediate_Overload-Metric, Target_Overload-Metric) for each of the path between the Source and the Target node. Each path is considered independently while performing the message throttling. Following is the outcome of the overload control enforcement:

Source-IntermediateA_Messages = 14; Message throttling of 30% applied.
Source-IntermediateB_Messages = 35; Message throttling of 30% applied.
Source-IntermediateC_Messages = 18; Message throttling of 40% applied.
Source-Target_Messages = 67; The Target node received only 67 messages while it could have handled 70 messages in the overloaded condition.
6.7.3.3.2.3
Outcome of the overload control enforcement – Implementation 2
In this implementation, the Source node first applies the message throttling based on the Overload-Metric of the Target node, without considering the individual path between the Source and the Target node. Then, for the messages that survived the throttling, for each path, the Source node applies additional throttling only if the Overload-Metric of the corresponding Intermediate node is higher than that of the Target node. Thus the overload control requirements of the Target as well as Intermediate nodes are ensured while also achieving higher good throughput. Following is the outcome of the overload control enforcement:

Source-IntermediateA_Messages = 17; Message throttling of less than 30% but more than 10% applied.

Source-IntermediateB_Messages = 35; Message throttling of 30% applied.

Source-IntermediateC_Messages = 18; Message throttling of 40% applied.

Source-Target_Messages = 70.

6.7.3.3.3
Advantages

Following are the advantages of this approach:

· It ensures the overload control of the target as well as the intermediate nodes. Thus, it ensures that any node does not receive more messages than what it can handle during the overload condition. And hence the possibility of rejection/discard of the received message is minimized in this approach.
6.7.3.3.4
Drawbacks

Following are the drawbacks of this approach:

· As depicted in the example scenario in clause 6.7.3.3.2.2 and 6.7.3.3.2.3, this approach may result in multiple implementations for the enforcement of the overload control. Option depicted in clause 6.7.3.3.2.2 may result in simpler implementation while lower good throughput of the network. Option depicted in clause 6.7.3.3.2.2 may result in higher good throughput at the cost of extra complexity in the implementation.
* * * End of Changes * * * *

