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1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
This contribution introduces various alternatives for how often the Load Control Information and Overload Control Information can be included in the GTP-C messages.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.2.0
* * * First Change * * * *

5.3
Frequency of inclusion

5.3.1
Requirements

This sub clause aims at defining how often/frequently the "Load Control Information" should be transferred, while ensuring the following requirements: 

-
The transfer of the load Information shall not add significant additional load to each peer node.

-
The calculation of load Information should not severely impact the resource utilization of the node.
5.3.2
Alternative 1 - Inclusion by piggybacking only when the new/changed value has not been provided to a peer
5.3.2.1

Description
In this alternative, the node includes the Load Control Information only when the new/changed value has not already been indicated to the peer node, i.e. when there is a change in the load condition or if the load information is not already indicated to the peer node, the sender includes the Load Control Information by piggybacking it in the very first message (which can carry the Load Control Information) sent to the peer node. In the subsequent messages, which can carry the Load Control Information, sent to the same peer, the sender node does not include the Load Control Information, unless the information has changed. The receiver shall continue to use the earlier received Load Control Information until new information is received.
NOTE: The change of load condition simply refers to change of one or more parameter(s) within Load Control Information such that the sender decides to update the information at the peer node.
This alternative requires the sender to remember if it has already sent the Load Control Information to a given peer or not. Additionally, the sender also needs to remember what value was sent to a peer node so as to decide if the new value representing the load condition is same or a different from that peer node point of view, e.g. if Load Metric within Load Control Information changes from 10 to 15, the sender shall include it to a peer node to which 15 was not advertised earlier. However, to a peer node if 15 was advertised earlier and 10 was never advertised, (e.g. there was no messaging towards that peer node while the Load Metric changed from 15 to 10) there is no need to advertised 15 again.
5.3.2.2

Using a subset of the applicable messages
In this variant of this alternative, the sender only uses subset of the applicable messages for propagating the Load Control Information. Out of all the applicable messages, which can carry the Load Control Information, the sender defines its own subset of messages and applies the principles described in the clause 5.3.2.1. The intention of using a subset of messages is to avoid sending of the Load Control Information in some of the messages which are sent less frequently.
Since the subset of the messages used by a sender is specific to that sender and not known to the receiver and also since this subset may differ between two different senders, the receiver shall support the handling of the Load Control Information in all the applicable messages, which can carry Load Control Information.
Editor's Note: During the conclusion, the above variant may or may not be selected along with the Alternative 1.
5.3.2.3
Advantages

Following are the advantages of this alternative:

· Unnecessary information in the message is avoided. The Load Control Information is included only when it has changed from a peer node perspective and hence the peer node does not receive redundant information in any message.

-
Less overhead in the message and less message processing requirement at the receiver.

5.3.2.4

Drawbacks

Following are the drawbacks of this alternative:

· The sender has to remember if the Load Control Information was sent and its value towards each peer node, for every peer node.

· Extra processing and storage requirement on the sender node.

5.3.3
Alternative 2 - Inclusion by piggybacking in every message towards a peer

5.3.3.1

Description

In this alternative, the node includes the Load Control Information in each and every message, which can carry the Load Control Information, sent to a peer node by piggybacking it over the existing messages. The sender does not need to remember what value of the Load Control Information was already sent towards a peer node. And hence, the peer node may receive the same information from a sender in multiple messages.
5.3.3.2

Using a subset of the applicable messages

In this variant of this alternative, the sender only uses subset of the applicable messages for propagating the Load Control Information. Out of all the applicable messages, which can carry the Load Control Information, the sender defines its own subset of messages and applies the principles described in the clause 5.3.3.1. The intention of using a subset of messages is to avoid sending of the Load Control Information in some of the messages which are sent less frequently. The receiver shall continue to use the earlier received Load Control Information until new information is received.
Since the subset of the messages used by a sender is specific to that sender and not known to the receiver and also since this subset may differ between two different senders, the receiver shall support the handling of the Load Control Information in all the applicable messages, which can carry Load Control Information.
Editor's Note: During the conclusion, the above variant may or may not be selected along with the Alternative 2.
5.3.3.3
Advantages

Following are the advantages of this alternative:

· The sender need not remember if the Load Control Information was sent and its value towards any peer node. Thus, less processing and storage requirement on the sender node.

-
Simple to implement at the sender node.

5.3.3.4
Drawbacks

Following are the drawbacks of this alternative:

· Potentially redundant information will be included in multiple messages.
-
Extra processing at the receiver to compare and discard the new information if it is same as the old information received from the same node.
NOTE:
A parameter within Load Control Information, representing the newness/freshness of the information (e.g. Load-control-sequence-number as defined in clause 5.2.2.1.2.2), may help to address the above drawback to some extent, e.g. the receiver may simply discard the Load Control Information if the new value of the Load- control-sequence-number is same as earlier received from the same peer.
5.3.4
Alternative 3 – Hybrid of Alternative 1 and Alternative 2
5.3.4.1

Description

In this alternative, the sender follows the principles of the Alternative 1 towards some peers, i.e. the sender includes the Load Control Information only when the new/changed value has not already been indicated to the peer node, while the sender follows the principles of Alternative 2 for the other peers, i.e. the sender includes the Load Control Information in each and every message (or a subset of the same), which can carry the Load Control Information, sent to a peer node by piggybacking the information over the existing messages. Alternative 1 may be easy to implement in a smaller network with few nodes or towards the peer nodes of the same PLMN (towards which the amount of traffic is very high). Alternative 2 may be easy to implement in a larger network or towards the peer nodes of a different PLMN. Thus, the sender can leverage the benefits of Alternative 1 (specifically, avoiding of the redundant information in each and every message) towards some peers and Alternative 2 (specifically, not remembering what value of overload information was sent to which peer) towards the other peers.

The receiver shall support the handling of the Load Control Information in all the applicable messages, which can carry the Load Control Information. The receiver shall continue to use the earlier received Load Control Information until the new information is received from the same peer.

5.3.4.2
Advantages

Following are the advantages of this alternative:

· All the advantages of Alternative 1 (clause 5.3.2.3) when Alternative 1 is followed towards a given peer. All the advantages of Alternative 2 (clause 5.3.3.3) when Alternative 2 is towards a given peer.
5.3.4.3
Drawbacks

Following are the drawbacks of this alternative:

· All the drawbacks of Alternative 1 (clause 5.3.2.4) when Alternative 1 is followed towards a given peer. All the drawbacks of Alternative 2 (clause 5.3.3.4) when Alternative 2 is towards a given peer.
* * * Next Change * * * *

6.3
Frequency of inclusion

6.3.1
Requirements

This sub clause aims at defining how often/frequently the "Overload Control Information" should be transferred, while ensuring the following requirements: 

-
The transfer of the overload Information shall not add significant additional load to each peer node. 

-
The calculation of overload Information should not severely impact the resource utilization of the node.

6.3.2
Alternative 1 – Inclusion by piggybacking only when the new/changed value has not been provided to a peer
6.3.2.1

Description

In this alternative, during the overload condition the node includes the Overload Control Information only when the new/changed value has not already been indicated to the peer node, i.e. during the overload condition when there is a change in the overload condition or if the overload information has not already been indicated to the peer node, the sender includes the Overload Control Information by piggybacking it in the very first message (which can carry the Overload Control Information) sent to the peer node. In the subsequent messages, which can carry the Overload Control Information, sent to the same peer, the sender node does not include the Overload Control Information, unless the information has changed. The receiver shall continue to use the earlier received Overload Control Information until the old information is valid (e.g. based on the validity period of the old information) or until the new information is received.
NOTE: The change of overload condition simply refers to change of one or more parameter(s) within Overload Control Information such that the sender decides to update the information at the peer node.
This alternative requires the sender to remember if it has already sent the Overload Control Information to a given peer or not. Additionally, the sender also needs to remember what value was sent to a peer node so as to decide if the new value representing the overload condition is same or a different from that peer node point of view, e.g. if Overload Metric within Overload Control Information changes from 10 to 15, the sender shall include it to a peer node to which 15 was not advertised earlier. However, to a peer node if 15 was advertised earlier and 10 was never advertised, (e.g. there was no messaging towards that peer node while the Overload Metric changed from 15 to 10) there is no need to advertised 15 again.
6.3.2.2

Using a subset of the applicable messages

In this variant of this alternative, the sender only uses subset of the applicable messages for propagating the Overload Control Information. Out of all the applicable messages, which can carry the Overload Control Information, the sender defines its own subset of messages and applies the principles described in the clause 6.3.2.1. The intention of using a subset of messages is to avoid sending of the Overload Control Information in some of the messages which are sent less frequently.

Since the subset of the messages used by a sender is specific to that sender and not known to the receiver and also since this subset may differ between two different senders, the receiver shall support the handling of the Overload Control Information in all the applicable messages, which can carry the Overload Control Information.
Editor's Note: During the conclusion, the above variant may or may not be selected along with the Alternative 1.
6.3.2.3
Advantages

Following are the advantages of this alternative:

· Unnecessary information in the message is avoided. The Overload Control Information is included only when it has changed from a peer node perspective and hence the peer node does not receive redundant information in any message.

-
Less overhead in the message and less message processing requirement at the receiver.

6.3.2.4

Drawbacks

Following are the drawbacks of this alternative:

· The sender has to remember if the Overload Control Information was sent and its value towards each peer node, for every peer node.

· Extra processing and storage requirement on the sender node.

6.3.3
Alternative 2 – Inclusion by piggybacking in every message towards a peer

6.3.3.1

Description

In this alternative, the node includes the Overload Control Information in each and every message, which can carry the Overload Control Information, sent to a peer node by piggybacking it over the existing messages. The sender does not need to remember what value of the Overload Control Information was already sent towards a peer node. And hence, the peer node may receive the same information from a sender in multiple messages.
6.3.3.2

Using a subset of the applicable messages

In this variant of this alternative, the sender only uses subset of the applicable messages for propagating the Overload Control Information. Out of all the applicable messages, which can carry the Overload Control Information, the sender defines its own subset of messages and applies the principles described in the clause 6.3.3.1. The intention of using a subset of messages is to avoid sending of the Overload Control Information in some of the messages which are sent less frequently. The receiver shall continue to use the earlier received Overload Control Information until the old information is valid (e.g. based on the validity period of the old information) or until the new information is received.
Since the subset of the messages used by a sender is specific to that sender and not known to the receiver and also since this subset may differ between two different senders, the receiver shall support the handling of the Overload Control Information in all the applicable messages, which can carry the Overload Control Information.
Editor's Note: During the conclusion, the above variant may or may not be selected along with the Alternative 2.
6.3.3.3
Advantages

Following are the advantages of this alternative:

· The sender need not remember if the Overload Control Information was sent and its value towards any peer node. Thus, less processing and storage requirement on the sender node.

-
Simple to implement at the sender node.

6.3.3.4
Drawbacks

Following are the drawbacks of this alternative:

· Potentially redundant information will be included in multiple messages.
-
Extra processing at the receiver to compare and discard the new information if it is same as the old information received from the same node.

NOTE:
A parameter within Overload Control Information, representing the newness/freshness of the information (e.g. Overload-Sequence-Number as defined in clause 6.2.2.1.2.3), may help to address the above drawback to some extent, e.g. the receiver may simply discard the Overload Control Information if the new value of the Overload-Sequence-Number is same as earlier received from the same peer.
6.3.4
Alternative 3 – Hybrid of Alternative 1 and Alternative 2
6.3.4.1

Description

In this alternative, the sender follows the principles of the Alternative 1 towards some peers, i.e. the sender includes the Overload Control Information only when the new/changed value has not already been indicated to the peer node, while the sender follows the principles of Alternative 2 for the other peers, i.e. the sender includes the Overload Control Information in each and every message (or a subset of the same) which can carry the Overload Control Information, sent to a peer node by piggybacking the information over the existing messages. Alternative 1 may be easy to implement in a smaller network with few nodes or towards the peer nodes of the same PLMN (towards which the amount of traffic is very high). Alternative 2 may be easy to implement in a larger network or towards the peer nodes of a different PLMN. Thus, the sender can leverage the benefits of Alternative 1 (specifically, avoiding of the redundant information in each and every message) towards some peers and Alternative 2 (specifically, not remembering what value of overload information was sent to which peer) towards the other peers.
The receiver shall support the handling of the Overload Control Information in all the applicable messages, which can carry the Overload Control Information. The receiver shall continue to use the earlier received Overload Control Information until the old information is valid (e.g. based on the validity period of the old information) or until the new information is received from the same peer.
6.3.4.2
Advantages

Following are the advantages of this alternative:

· All the advantages of Alternative 1 (clause 6.3.2.3) when Alternative 1 is followed towards a given peer. All the advantages of Alternative 2 (clause 6.3.3.3) when Alternative 2 is towards a given peer.
6.3.4.3
Drawbacks

Following are the drawbacks of this alternative:

· All the drawbacks of Alternative 1 (clause 6.3.2.4) when Alternative 1 is followed towards a given peer. All the drawbacks of Alternative 2 (clause 6.3.3.4) when Alternative 2 is towards a given peer.
* * * End of Changes * * * *

