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1. Introduction
Subclause 4.4.2 contains contains a number of editor's notes, related to some fundamental comments, which justify a complete rewriting of this section. 
NOTE: this pCR is a revision of C4-131701, which was postponed at the Porto (2013-10) meeting. This pCR should be discussed after parallel pCRs
	C4-131911: on example end-to-end network scenario and 
	C4-131913: on example traffic flow (communication establishment phase).
The revised text shows still "changes over changes" in order to indicate the differences to Porto (C4-131701).

2. Discussion and conclusions
Let's consider the 1st editor's note:
Editor's Note: a couple of items were observed (at the CT4#62 meeting) which needs clarification:
1) Terminology: "TCP endpoint" (not defined by RFC 793) and "terminating TCP protocol"
=> there are two entities: a) the remote TCP connection endpoint, and b) the local, TCP-enabled H.248 stream endpoint.
2) Call model wrt TCP connection establishment
=> "half-call model" and "end-to-end model"
=> the text so far is focusing on the half-call model, i.e., TCP connection establishment from perspective of a single TCP-enabled H.248 stream endpoint
=> e2e model introduced the H.248 context view of two associated TCP-enabled H.248 stream endpoints, i.e., the internal control of e2e TCP connection establishment
3) MGW internal TCP handling during TCP connection establishment
=> different TCP modes of operation by the MGW, see new clause 4.4.4 

To 1) Terminology: "TCP endpoint":
H.248 knows the two concepts of control plane endpoints (= H.248 stream endpoint / termination) and user plane endpoints (= connection endpoint). See H.248.1, clause 6 and H.248.1, clause 5.2 respectively. Fig. A provides a summary for bearer type "TCP":


Figure A – Conventions for TCP endpoint types
Important to note: 
a) whether the (H.248) TCP-enabled SEP provides a "TCP endpoint" is dependent on the H.248 connection model and enabled MG-internal interworking functions (see also "TCP modes" in H.248.84).
b) the two endpoint concept lead to two state models: an "H.248 state" and a "TCP (connection) state".
Summary terminology:
· Control plane (H.248): TCP-enabled stream endpoint or termination
· User plane (TCP): TCP endpoint (only if full TCP protocol termination)

To 2) Call model wrt TCP connection establishment:
The root cause for the limited "half call" view seems to be to origin from our 3GPP H.248 profiles, which consider in the section of "call related procedures" (typically clause 5.17.2 in 3GPP H.248 profiles) only a single call leg (i.e., H.248 termination specific procedures only (rather than a view across the context)). Such a "half call" model was justified for circuit-to-packet gateways (such as IM-MGW), but is definetely insufficient for our IP-IP gateways (primarily TrGW, IMS-AGW).
The network scenarios in clause 4.1.3/29.828 provide already an end-to-end view from TCP perspective.
Proposal: we may still continue with the limited "half call" view, but whenever necessary, we need to consider the entire end-to-end model (i.e., the view on a H.248 stream endpoint pair (SEPP), see next item).

To 3) MGW internal TCP handling during TCP connection establishment:
We need to consider an entire configuration of two coupled TCP-enabled stream endpoints (SEP), consituting a stream endpoint pair (SEPP). Figure B (next page) tries to indicate the major aspects during the lifetime cycle of a SEP.
Some observations:
· User plane state information (TCP bearer): two types could be distinguished, labelled as
a) "Connection state": state information related to TCP connection control phases (i.e., a model based on Figure 6/RFC 793);
b) "Flow state": state information related to TCP flow control (i.e., the sequence/acknowledgement numbers, clause 3.3/RFC 793).
The "connection state" is primarily relevant during TCP connection establishment only, and the "flow state" could be limited on the active data transpher phase.
· TCP connection establishment: TCP modes "relay", "merge" and "proxy": leading to different transitioning paths during TCP connection establishment (i.e., from TCP state "CLOSED" to "ESTAB"; from H.248 state "IDLE" to "ESTABLISHED" (see Figure B; see also H.248.TCP)).
The "connection state" is primarily relevant during TCP connection establishment only, and the "flow state" could be limited on the active data transpher phase.
· TCP data transfer phase: the TCP mode could principally change (e.g., from TCP "merge" to "relay"; from TCP "proxy" to "relay", etc). 
a) TCP "relay": the MG does not provide any active support concerning data buffering ("bufferless MG mode"), but could be involved in TCP SN/AN handling:
a1) not any SN/AN handling: true e2e TCP connection by a global space of SN/AN numbers;
a2) MG adds a (constant) offset to the SN/AN (e.g., because each TCP connection segment was separately established without any alignment of sequence numbers).
b) TCP "proxy": could demand a statefull TCP proxy (e.g., in case of TLS to non-TLS), leading to a "bufferfull MG mode" wrt TCP flow control.
· Lifetime cycle of a single SEP: Figure B summarizes the different transitioning paths during TCP connection establishment dependent on TCP mode (see example C4-131911 where all three TCP modes are in use).



Figure B – Complete picture – TCP enabled Stream Endpoint Pair (SEPP) at MGW 
– Lifetime cycle of a single SEP

Discussion of next editor's note (cl. 4.4.2.1.1):
Editor's Note: It will be further studied in subclause 4.4.4 if changing the directionality of TCP connection setups requires extra MGW resources and adversely impact the TCP connection performance.
(Comment: there could be firstly a TCP merge or relay mode before behaving as TCP proxy).
The underlying concern is "TCP flow control" in our understanding-
Reply: TCP flow control is already active with the very first TCP SYN request, but actually only significant when the active data transfer is starting. Thus, when the TCP connection was successfully established. 
Next: the TCP flow control during active data transfer is firstly associated to the MG-enabled TCP mode. Either TCP relay or TCP proxy (see Figure B; note: TCP merge mode is only relevant during establishment phase).
The specific TCP proxy type (cl. 3.2.4/H.248.TCP) is derived by the MGW from the requested L4+ IWF (e.g., TLS to non-TLS, TLS-to-TLS transparent, etc).
Thus, the MGC is offloaded from direct control of such TCP bearer level specific functions.

Discussion of next editor's note (cl. 4.4.2.1.1):
Editor's Note: following text is for further study:
In the SDP offer, "a=setup:actpass" may be used to indicate the ability to serve both as TCP client and server; the SDP answerer will then select either the TCP server or client role and indicate its choice in the SDP answer. Thus, the SDP offerer side needs to be prepared to receive incoming TCP connection setups when offering "a=setup:actpass".  If an MGC uses "a=setup:actpass" in the SDP offer, it can configure the MGW to act as TCP server. If the answerer then selects "a=setup:pass", the MGC needs to reconfigure the MGW to act as TCP client.
This is an example of the "two-stage resource reservation" procedures (see NOTE 2 in clause 4.4.2.2). Parallel contribution C4-131913 provides a more detail signalling flow example for such a procedures). There are multiple options for the MGC:
Example 1: step 1: "TCP relay" configuration, step 2: modification to "TCP proxy" (and outgoing est. proc.).
	Use case: e.g., IMS-AGW with TLS enabling after TCP bearer connection establishment.
Example 2: step 1: "TCP proxy" with incoming proc., step 2: modification of "TCP proxy" to outgoing est. proc.).
	Use case: e.g., IMS-AGWs with enabled e2ae TLS media security security
Example 3: step 1: "TCP merge", step 2: modification of "TCP relay").
	Use case: e.g., IMS-AGW with NAT-T support according to H.248.84 during establishment phase.
Discussion of next editor's note (cl. 4.4.2.2):
Editor's Note: It is for further studies whether the "delayed" establishment option needs to be supported in Rel-12.
Could be deleted because the option of two-stage resource reservation is already explicitly indicated in clause 4.4.2.1.1 (see also example in C4-131913).

3. Proposal
It is proposed to agree the following changes to 3GPP TR 29.828 v0.3.0.


* * * First Change * * * *
[bookmark: _Toc364077641]4.4.2	TCP connection establishment
[bookmark: _Toc364077642]4.4.2.1	TCP client/server role assignment
Editor's Note: a couple of items were observed (at the CT4#62 meeting) which needs clarification:
1) Terminology: "TCP endpoint" (not defined by RFC 793) and "terminating TCP protocol"
=> there are two entities: a) the remote TCP connection endpoint, and b) the local, TCP-enabled H.248 stream endpoint.
2) Call model wrt TCP connection establishment
=> "half-call model" and "end-to-end model"
=> the text so far is focusing on the half-call model, i.e., TCP connection establishment from perspective of a single TCP-enabled H.248 stream endpoint
=> e2e model introduced the H.248 context view of two associated TCP-enabled H.248 stream endpoints, i.e., the internal control of e2e TCP connection establishment
3) MGW internal TCP handling during TCP connection establishment
=> different TCP modes of operation by the MGW, see new clause 4.4.4 
[bookmark: _Toc364077643]4.4.2.1.1	Overview
The assignment of TCP roles to the remote TCP endpoints results to
·  the indication and  negotiation of TCP server and client role by the MGC with remote SIP entities (using SIP signalling), see clause 4.4.2.1.2; and
·  the indication of an incoming or outgoing TCP connection establishment procedure to the MGW by the MGC (using H.248 signalling), see clause 4.4.2.1.3.

4.4.2.1.21	SIP level negotiation of TCP server and client role by MGC
Editor's Note: following text is for further study:
A MGC (e.g. a MRFC) that controls a MGW that terminates the TCP protocol may need to determine if the MGW shall act as TCP client or server. (alternative text proposal: A MGC (e.g. a MRFC) that controls a MGW with TCP-enabled (H.248) stream endpoint (SEP) may need to determine for each SEP whether it shall act as TCP client or server).
NOTE 1:	There are a number of TCP related MGW functions which are not really dependent on TCP role awareness. E.g., a MGW that only modifies port numbers (i.e. port translation (PT)) when forwarding TCP packets would be TCP aware (due to the implicit, TCP specific checksum udate), but does not require information about the TCP client and server role. The MGW just requires to know how to apply autonomously incoming/outgoing TCP connection establishment procedures.
The MGC controlling a MGW that needs to be explicitly configured for TCP connection establishment procedures uses the IETF RFC 4145 [12] SDP "a=setup" attribute in SIP/SDP signaling to determine the client and server role; if the "a=setup" attribute is omitted by the SDP offerer, the offerer (which could be the MGC) automatically becomes the TCP client (i.e., the MGC would then signal "TCP client" side TCP connection establishment procedures to the MGW, see next sub-clause).
A MGC (e.g. a MRFC) that controls a MGW with a TCP-enabled (H.248) stream endpoint (SEP) may need to determine for each SEP whether it shall provide an incoming or outgoing TCP connection establishment procedure. There is always a context configuration with two (IMS-AGW, TrGW, MRFP) or more (MRFP only) TCP-enabled stream endpoints in the MGW. Figure x in clause 4.4.2.1.4 illustrates the example of a TCP-enabled stream endpoint pair (SEPP),. 
NOTE 1:	There are a number of TCP related MGW functions which are not really dependent on TCP role awareness, TCP connection state information or TCP flow state information (if MGW enabled for the so called TCP relay mode). E.g., a MGW that only modifies port numbers (i.e. port translation (PT)) when forwarding TCP packets would be TCP aware (due to the implicit, TCP specific checksum udate), but does not require any information about the TCP client and server role. 
MSRP clients only supporting MSRP according to RFC IETF RFC 4975 [6] will not use the SDP "a=setup" attribute, but will assign the TCP client role to the SDP offerer. However, in 3GPP, OMA and GSMA the support of IETF RFC 6135 [8] ("COMEDIA for MSRP") is mandated, and the "a=setup" attribute will thus be used.
NOTE 2:	The IETF RFC 4145 [12] SDP "a=connection" attribute shall not be used according to IETF RFC 6135 [8].
According to IETF RFC 4583 [17], "the management of the TCP connection used to transport BFCP is performed using the 'setup' and 'connection' (SDP) attributes".
Editor's Note: the TCP endpoint in a MGW is either TCP client or TCP server. Whether the MGC is always able to indicate the TCP role to the MGW is subject of discussion (E.g., a default role such as TCP server (in order to be prepared for TCP Passive Open; or based on a MGC local policy if information could not be derived from call control signalling, etc.).
Editor's Note: following text is for further study:
In the SDP offer, "a=setup:actpass" may be used to indicate the ability to serve both as TCP client and server; the SDP answerer will then select either the TCP server or client role and indicate its choice in the SDP answer. Thus, the SDP offerer side needs to be prepared to receive incoming TCP connection setups when offering "a=setup:actpass".  If an MGC uses "a=setup:actpass" in the SDP offer, it can configure the MGW to act as TCP server. If the answerer then selects "a=setup:pass", the MGC needs to reconfigure the MGW to act as TCP client.
UE: In the SDP offer, "a=setup:actpass" may be used (by the remote TCP endpoint) to indicate the ability to serve both as TCP client and server; the SDP answerer will then select either the TCP server or client role and indicate its choice in the SDP answer. Thus, the SDP offerer side needs to be prepared to receive incoming TCP connection setups when offering "a=setup:actpass".  
MGC: If an MGC uses "a=setup:actpass" in the SDP offer, it can apply a two-stage resource reservation procedure towards the MGW (see example flow in Annex y).




TS 24.229 [18] does not define any IMS-ALG procedures to modify the SDP "a=setup" attribute. According to current specifications, it can thus not change the directionality of TCP connection setups between interconnected SDP offer/answer entities.
Editor's Note: It will be further studied in subclause 4.4.4 if changing the directionality of TCP connection setups requires extra MGW resources and adversely impact the TCP connection performance.
(Comment: there could be firstly a TCP merge or relay mode before behaving as TCP proxy).
[bookmark: _Toc364077644]4.4.2.1.32	H.248 control of TCP connection establishment at MGC by MGW
Editor's Note: following text is for further study:
TCP is a client/server protocol, i.e. there are different state transitioning behaviours (and hence procedures) at client and server side during the establishment phase of a TCP transport connection. The TCP client/server role assignment is of temporary nature only because coupled with the transient phase of TCP connection state transitioning from CLOSED to ESTAB (see Figure 6 in IETF RFC 793 [20]). Whether the local TCP-enabled (H.248) stream endpoint (at the MGW) provides a TCP client or server behaviour (during establishment phase) is primarily of interest for the MGC (from perspective of SIP signalling).
What need to be controlled (configured) in the MGW by the MGC is rather
a) whether an incoming or outgoing TCP bearer establishment needs to be provided and
b) when TCP bearer establishment should be started in incoming or outgoing directions (e.g., there might be initial TCP security attacks which should be blocked as long as SIP level SDP offer/answer is not yet settled).
The MGC decision baseline for above MGW indications is elaborated in subclause 4.5.
[bookmark: _Toc364077645]TCP is a client/server protocol, i.e. there are different state transitioning behaviours (and hence procedures, called TCP OPEN) at client and server side during the establishment phase of a TCP transport connection. Figure x illustrates principle involvement of the MGW in the end-to-end TCP connection. The remote TCP endpoints X and Y provide client or server role assignments, whereas the MGW local, TCP-enabled (H.248) stream endpoints are involved in TCP at different levels (dependent on TCP modes "relay", "merge" and "proxy").


Figure x: MGW: TCP to TCP interworking
What need to be controlled (configured) in the MGW by the MGC:
a) whether an incoming or outgoing TCP bearer establishment needs to be provided and
b) when TCP bearer establishment should be started in incoming or outgoing directions (e.g., there might be initial TCP security attacks which should be blocked as long as SIP level SDP offer/answer is not yet settled).
The MGC decision baseline for above MGW indications is subject of subclause 4.5 (but any details are out of scope of H.248).
4.4.2.2	Start of TCP connection establishment
There are inherent different establishment scenarios for each TCP endpoint, primarily due to its properties of connection-orientation and client/server asymmetry. The different TCP establishment steps follow different state transitioning scenarios (TCP passive open, active open, simultaneous), see IETF RFC 793 [20].
The MGC controls the start of TCP connection establishment (see clause 4.4.2.1). The start is normally tightly coupled to the creation of local TCP resources (i.e., the first ADD.req command), but could be also delayed (i.e., a subsequent MODify.req cycle), e.g. in order
-	to address possible TCP security attack scenarios, 
-	to support a  resourcement management concept in separating the reservation and preparation phase of local TCP resources from the phase of TCP connection establishment, 
NOTE 1: SIP level SDP offer/answer procedures might be decoupled from gateway control procedures.
NOTE 2: The "two-stage resource reservation" procedures as defined by ETSI TS 183 018 [22], clause 5.17.1.11, could be principally applied.
-	to support NAT-T scenarios (due to end-to-end TCP connectivity aspects) or/and
NOTE 3: Example, a H.248 connection model with two TCP enabled stream endpoints. The start of TCP connection establishment at one termination shall be delayed as long as a parallel L3/L4 NAT-T procedure at the other termination is ongoing.
-	others.
Editor's Note: It is for further studies whether the "delayed" establishment option needs to be supported in Rel-12.
[bookmark: _Toc364077646]All options are supported for Rel-12.
4.4.2.3	L3/L4 level NAT traversal support
In order to reach end-to-end TCP connectivity, remote NAT traversal (NAT-T) support by the MGW might be required. The two major L3/L4 NAT-T mechanisms for TCP (from H.248 MGW perspective) are:
1. Latching on remote IP source transport address information (according ITU-T H.248.37 [23]); and
2. TCP merge mode (in order to support TCP simultaneous open procedures from end-to-end perspective (according ITU-T H.248.84 [24]).
Both NAT-T variants are orthogonal and may be applied individually or combined. The dedicated usage is dependent on a number of service and network properties, such as 
-	existence and position of remote NAT devices in the media plane; 
-	single or multiple NAT devices;
-	type of remote NAT devices (e.g., the distinction between "BEHAVE-compliant" and "legacy" types by IETF WG BEHAVE); 
NOTE 1:	IETF working group BEHAVE (Behavior Engineering for Hindrance Avoidance, see http://tools.ietf.org/wg/behave/ )
-	the level of information by the MGC about the media plane "NAT architecture"; and
-	end-to-end application control.
NOTE 2: 	It has to be noted that above information reflects the status of Rel-12 only. E.g., the IMS firewall traversal studies by 3GPP TR 33.830 [25], future media multiplexing models, additional support of ICE-based NAT-T (see 3GPP TS 23.228 [3] Annex G), bearer-level application gateway support, etc. may demand for further NAT-T capabilities in future 3GPP releases. 
Editor's Note: required capabilities for Rel-12 are still under study.

* * * End of Changes * * * *
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