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1. Introduction
General description of clauses 4, 5, 6.
2. Reason for Change
The general description of various clauses would provide clear guidelines on the content of the specific clause. In turn, this will guide us to bring targeted contribution to fulfill the requirements of the specific clause and hence conclude the task identified by the specific clause.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.8bc.
* * * First Change * * * *

4
Introduction to GTP-C overload control

4.1
Scenarios leading to GTP-C overload

Editor's Note: Description of various scenarios resulting into the overload of the network due to messaging over GTP-C based interfaces. Most of these scenarios are captured in TR 23.843 clause 4.
4.2
GTP-C signalling based Load and Overload Control solution

4.2.1
Description
Editor's Note: Introduction to "Load Control" and "Overload Control" concepts and the "GTP-C signalling based Load and Overload Control" solution as defined in 3GPP TS 23.401 clause 4.3.7.1a.
4.2.2
Principles of Load Control
Editor's Note: High level principles of "Load Control" as defined in 3GPP TS 23.401 clause 4.3.7.1a.1.
4.2.3
Principles of Overload Control
Editor's Note: High level principles of "Overload Control" as defined in 3GPP TS 23.401 clause 4.3.7.1a.2.
4.2.4
Applicability to 3GPP and non-3GPP interfaces
4.2.4.1
Description


While recommending the list of interfaces for which GTP-C load/overload mechanism should be applied, the decision on the exact list of applicable interfaces has been left by the stage 2 on the stage 3. Specifically, for 3GPP access based interfaces it needs to be assessed whether it is beneficial to support the overload control mechanisms on the interfaces such as Sm/Sn, S10, S3 or S16. For non-3GPP access based interfaces, the applicability of the overload control mechanisms over any of the interfaces, i.e. S2a or S2b, needs to be assessed.
5
Load Control Information


5.1
General

In order to guarantee a common interpretation in a multi-vendor network deployment, it is necessary to define the "Load Control Information" with enough precision such that coherent and homogeneous node selection algorithms are applied by different nodes of the same network such that an evenly load balanced network is realized. This clause investigates possible parameters and their definitions which can be exchanged under the "Load Control Information". Thus in turn, this clause aims at defining the exact format the "Load Control Information". 
5.2
Definition

Editor's Note: This clause will have various alternatives each defining the structure of "Load Control Information". Each alternative will be evaluated to conclude the normative definition of the "Load Control Information".

5.2.1
Requirements

Editor's Note: This clause will capture the requirements guiding the definition of the "Load Control Information".

5.2.2
Alternative 1

5.2.2.1
Description

5.2.2.2
Evaluation

5.3
Frequency of inclusion


5.3.1
Requirements

This sub clause aims at defining how often/frequently the "Load Control Information" should be transferred, while ensuring the following requirements: 

-
The transfer of the load Information shall not add significant additional load to each peer node. 

-
The calculation of load Information should not severely impact the resource utilization of the node.
5.3.2
Alternative 1

5.4
Interaction with existing mechanisms 


5.4.1
General

The parameters such as weight factor of the node are an essential input to the node selection algorithm. These parameters are either returned by the DNS or configured locally and hence they are mostly static or pseudo-dynamic type of information. On the other hand, the "Load Control Information", transferred within GTP-C messages, provides the current value of the load level representing the dynamic load condition of the sending node more accurately. Hence, the node selection algorithm should take both into account, the preference related information provided by the DNS or other mechanisms and the dynamic load level provided by the "Load Control Information", to calculate the effective load of the target node. This clause investigates the enhancements to the node selection algorithms which take "Load Control Information" and other existing parameters into account.
5.4.2
Information received from DNS 

5.4.2.1
Description
6
Overload Control Information

6.1
General

In order to guarantee a common interpretation in a multi-vendor network deployment, it is necessary to define the "Overload Control Information" with enough precision such that coherent and homogeneous mitigation policies are enforced by different nodes of the same network alleviate the congestion, effectively. This clause investigates possible parameters and their definitions which can be exchanged under the "Overload Control Information". Thus in turn, this clause aims at defining the exact format the "Overload Control Information". 
6.2
Definition

Editor's Note: This clause will have various alternatives each defining the structure of "Overload Control Information". Each alternative will be evaluated to conclude the normative definition of the "Overload Control Information".

6.2.1
Requirements

Editor's Note: This clause will capture the requirements guiding the definition of the "Overload Control Information".

6.2.2
Alternative 1

6.2.2.1
Description

6.2.2.2
Evaluation

6.3
Frequency of inclusion


6.3.1
Requirements

This sub clause aims at defining how often/frequently the "Overload Control Information" should be transferred, while ensuring the following requirements: 

-
The transfer of the overload Information shall not add significant additional load to each peer node. 

-
The calculation of overload Information should not severely impact the resource utilization of the node.
6.3.2
Alternative 1

6.4
Message throttling 


6.4.1
Throttling algorithms


As a part of the overload mitigation, the GTP-C node is required to reduce the total number of messages, which would have been sent otherwise, towards the overloaded peer based on the information received within "Overload Control Information". This is achieved by discarding a fraction of the messages in proportion to the overload level of the target peer. This is called message throttling and there could be multiple ways (i.e. algorithms) to achieve the same. Correspondingly, this sub clause examines various message throttling algorithms, and for each algorithm evaluates various aspects such as effectiveness, efficiency, ease of implementation, etc. Finally, one of the algorithms will be recommended as the default algorithm which should be minimally implemented as the part of the support of the "GTP-C overload control" feature.
6.4.2
Message prioritization


6.4.2.1
Description

As part of overload mitigation mechanisms, based on the "Overload Control Information" received, the GTP-C node may start throttling the messages towards the overloaded peer. In the absence of any guidelines related to identifying the priority of the messages, the GTP-C node may perform random throttling and hence start discarding the message without any special consideration. This type of sub-optimal message throttling would result in the overall poor congestion mitigation mechanism. Correspondingly, this clause investigates various criteria for the prioritization of the messages so that the messages which are considered as low priority are considered for throttling before the other messages, when the message throttling is to be applied. These prioritization mechanisms can also be used by the overloaded node to discard the messages during overloaded condition, as a part of the self-protection mechanism. 
6.4.2.2
Based on procedures

6.5
Propagation of MME/SGSN identity to PGW

6.5.1
Description


The PGW may not be aware about the identity of the currently serving MME/SGSN since there is no signalling over S5/S8 interface during the procedures involving inter-MME/SGSN and intra-SGW scenarios, when the reporting of RAT, ULI, UCI, Serving Network is not needed. In that case, if the PGW has received the "Overload Control Information" from the old MME/SGSN, it may enforce the mitigation actions assuming that the old MME/SGSN is the currently serving the UE. This would result in incorrect enforcement of the overload control and hence it should be avoided while also ensuring that we do not overload S5/S8 interface with unnecessary signalling. This sub clause investigates possible methods for propagating the currently serving MME/SGSN identity to PGW when the overload control for the old MME/SGSN is to be applied by the PGW.
6.6
Interaction with existing mechanisms 


It shall be possible to run the existing congestion control mechanisms in parallel and concurrently with the new congestion control mechanisms defined as part of "GTP-C Overload Control Mechanisms". However, there could be potential impact to these existing mechanisms due to the support of GTP-C overload control mechanism. E.g. potential interaction with the DDN throttling mechanism when the MME/SGSN sends an "Overload Control Information" to SGW/PGW. Correspondingly, the analysis of these impacts and possible interaction between the existing and new mechanisms are investigated in this clause.

6.6.1
DDN throttling 

6.6.2
Congestion control using APN back-off timer

* * * End of Changes * * * *

