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1. Introduction
Input from SA5 to be included
2. Reason for Change
This pCR is for incorporation of pCR (S5-130704) related to Overload for 3GPP Charging Applications Interfaces provided by SA5 in the v0.2.0 of TR 29.809. 
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.2.0.
* * * First Change * * * *

4
Introduction

The Diameter protocol is widely adopted in 3GPP as protocol support of numerous signalling interfaces in IMS, EPC, PCC and charging architectures (e.g. S6a/S6d, Gx/Rx, Cx/Sh ,Gz(only Diameter based reference point/Gy, Rf/Ro).

Overload situations occur when the resources of a Diameter node are insufficient to process all the incoming. During this period of overload, the performances of the network are seriously degraded and cumulative effects can even lead to situation of congestion collapse.

As part of the study on Core Network Overload Solutions (3GPP TR 23.843 [3]), it has been investigated how the Diameter based interfaces were protected against signaling overload. The conclusion was that the existing overload control mechanisms in the Diameter base protocol defined in IETF RFC 6733 [2] were too limited to efficiently prevent and react to signaling overload. These limitations are even more critical in large scale networks in which multiple Diameter nodes, from various vendors, are in the signaling path.

Although vendor-specific solutions might be already available in some networks, a standardization effort is required to cope with a multi-vendor/operator environment in large scale networks and roaming cases. 
The following sections describe the problem caused by Diameter overload in 3GPP networks and investigate the possible enhancements of the Diameter based interfaces to support adequate overload control mechanisms. These enhancements should have minimal impacts on existing infrastructures and be generic enough to be suitable for multiple Diameter based interfaces. However, the exact solution to implement will be decided per Diameter application, depending on the specific requirements of each interface.
* * * Next Change * * * *

5.3.1
Introduction

3GPP TR 23.843 [3] describes a certain number of overload scenarios from which we retain the main following categories:

-
a traffic flood resulting from the failure of a network element, inducing a signalling spike;

-
a network element which is under dimensioned for the peak hour and thus entering overload conditions until it is upgraded;

- 
exceptional but predictable events (e.g. Christmas, New year, Mother’s day, Promotional offers during a Short period) ;

-
a catastrophic event locally generating a traffic spike including emergency traffic handling.

The characteristics of these overload scenarios are different and the overload control that will be defined by 3GPP should cover these different scenarios categories.

* * * Next Change * * * *

5.3.5.3
Impacts

5.3.5.3.1
Existing mechanisms used on 3GPP Diameter Charging Interfaces

All these Overload Situations described above causing storm of Traffic over Ro and Rf are currently mainly handled through failure handling procedures based on DIAMETER_TOO_BUSY.  
5.3.5.3.1.1
Failure handling
Sending DIAMETER_TOO_BUSY is one standard possibility for the Server to inform the CTFs that it is overloaded and cannot process any additional request. When receiving such error, CTF behaviour is specified for rejecting new requests (e.g new IMS-session, new IP-CAN bearer/ session)... and/or closing ongoing services (e.g IMS-session, IP-CAN bearer/session) depending on the cases.

1) Online Charging (Ro)

DIAMETER_TOO_BUSY received by the CTF from the Overloaded server side (i.e OCS) is processed by the CTF as specified in RFC 3588 and RFC 4006, mainly:

· For event-based and new session-based requests, attempt sending to an alternate OCF.
· For requests associated to existing charging sessions, attempt sending to an alternate OCF when the server indicated FAILOVER_SUPPORTED, otherwise follows instructions provided by the server in Credit-Control-Failure-Handling AVP (e.g terminate, continue..). 

2) Offline Charging (Rf)

DIAMETER_TOO_BUSY received by the CTF from the Overloaded server side (i.e CDF) is processed by the CTF as specified in RFC 3588, i.e attempt sending to an alternate CDF. In case backup to alternate CDF is not possible, buffering may be done by the CTF per TS 32.299.

In RFC 3588, an Accounting-Realtime-Required AVP ( not used in 3GPP) may be used by a Diameter Server in ACA to control the behavior of the client associated to this DIAMETER_TOO_BUSY, e.g deliver the service even if records cannot be stored.

5.3.5.3.1.2
Tariff SwitchTime  

For Online Charging, a mechanism is defined in TS 32.299 in order to avoid mass simultaneous quota refresh request from the CTFs: both usages (before and after Tariff Switch Time), are maintained by the CTF and reported at the next CCR opportunity to the OCS. 
5.3.5.3.1.3
Limitations  

These mechanisms still lack of guidance for the CTFs to throttle the traffic before the server is Overloaded and cannot process anymore request. Also the CTF is not able to resume dialog with the server when it recovers from Overload. 

5.3.5.3.2
Impact of Overload of the CTF
When a Network Node becomes Overloaded due to CTF functions, this may impact all other Interfaces handled by the Node towards the different elements within the Network. The per-Interface Overload mechanim is therefore expected to take place: e.g SIP-overload, GTPc-Overload, Diameter Overload... 
* * * Next Change * * * *

6.2.2.2
Overload and Applications

A key topic is on how to address the traffic overload associated to a given Diameter application (e.g. Diameter S6a/S6d application) versus traffic for other applications.

Distinction should be made between:

-
the overload information;

-
the way (algorithm) a node will handle the traffic reduction for a given application.

-
It may be application agnostic, e.g. a percentage of reduction applies to the total number of the Diameter messages for this application and messages to be dropped are selected on a random basis. The same way to process the traffic applies to other applications with an overloaded traffic;

-
or it may be application aware e.g. a percentage of reduction applies to the total number of the Diameter messages for this application, and messages to be dropped are selected according to an application specific priority order (as discussed in subclause 6.4.5). For instance, a MME may act differently towards its UEs for an overload over S6a than for an overload over SGd for SMS.

For a client, although an agnostic application behaviour may be applied, it may be more relevant to have traffic reduction handling dependent on the application, e.g. in order to:

· minimize the impacts on the delivered service and so improve the user experience;

· or achieve a sustainable traffic reduction possibly at the expense of bad user experience for a limited number of users.

There may not be the need to standardize an application specific order of priority; this may be left to implementations.

When a server is overloaded, its Diameter identity may be given back to the clients and to the Diameter agents in the path, so that traffic may be reduced for this server and not for others. There are a number of other scenarios and potential scopes to which overload control information may apply discussed in IETF Draft draft-ietf-dime-overload-reqs-05 [4]. Additionally, 3GPP specific scenarios will need to be studied.

Considering from a Client’s perspective, there is a one to one mapping between Application and server, when a Node serves as a client for multiple Applications in parallel, which is the case for Network Nodes running Charging Applications, the server identity could be sufficient to derive the application (e.g OCS identity relates to Online Charging Application, i.e Ro). However it might be worth considering the Client Node to apply different behaviour depending on the server (i.e Application) experiencing overload, i.e different whether Charging Interfaces or other Application interface (see chapter 6.2.2.x.3).  
* * * Next Change * * * *

6.2.2.x
3GPP Diameter Charging Applications
6.2.2.x.1
3GPP use of Diameter for Charging 
According to 3GPP Charging architecture, as defined in TS 32.240, Rf/Ro are generic Reference Points from the Charging Trigger Function (CTF) residing in the different Network Elements (IMS, EPC, AS, SMS-SC…) to the Charging Data Function (CDF)/ Online Charging Function (OCF) respectively.

3GPP Offline Charging application over Rf Reference Point is specified from basic functionalities of  IETF Diameter RFC 3588, re-using Diameter accounting.

3GPP Online Charging application over Ro Reference Point is specified as re-using IETF Diameter Credit Control application RFC 4006 with appropriate functionalities.
In addition, when used within a specific domain/subsystem/service (e.g IMS, EPC...), the Ro/Rf Reference Points are specified with service-context specific behaviors and information.   
Therefore, from 3GPP Charging Applications perspective (i.e Ro/Rf), there may be different levels to be considered for an overload control mechanism to be defined:
· At Diameter protocol level

· At Diameter Application level, i.e  “Accounting Application” and “Credit-Control Application”
· At 3GPP Charging Application level, i.e  Ro/Rf

· At “3GPP-service-Context” level, i.e PS-Charging, IMS-Charging, SMS-Charging…
Considering that OCS/CDF Overload situations currently rely on “DIAMETER_TOO_BUSY” mechanism, it can be noted the Client side associated behaviour is defined:

· At Diameter Protocol level (RFC 3588), as a protocol error, and used as such by “Accounting Application” and by “3GPP Offline Charging Application (Rf)” level.
· At Credit-Control Application level (RFC 4006), within failure procedures, and used as such by 3GPP Online Charging Application level (Ro). 
· At “3GPP-service-Context” level, within service-context dedicated failure procedures for Rf and Ro. As an example PS-Charging, support of failure situations by the PGW for Ro:  CCR-I, Tx expiry, Session Failover enabled => sending to alternate OCS.
Based on this, for a new Overload mechanism to be defined, two levels may be worth considering:

· 3GPP Charging Application level, i.e 3GPP adaptation of “Accounting Application” Rf  and “Credit-Control-Application” Ro
As examples: 

· on Rf: traffic to be throttled on a Node in order to prevent new charging session ACR(start) and interim ACR(Interim).  

· on Ro: traffic to be throttled in order to prevent new charging session (CCR-I).  

· “3GPP-service-Context” level (i.e PS, IMS…) for both Ro and Rf, this one would have a finest granularity and would have the advantage of a finest per-domain tuning allowing a better user experience. 
As examples: 

· for IMS on Rf: traffic to be throttled on an IMS Node in order to prevent interim ACR(Interim) for Re-Invite.  
· for PGW on Ro: traffic to be throttled in order to prevent update existing charging session (CCR-U) for specific APNs.  
6.2.2.x.2
Server connected to Multiple Clients
A key point to be considered by the mechanism is that Server for Charging applications may have multiple Clients in parallel: several Rf instances from CDF, and several Ro instances from OCS.
A server may be considered as Overloaded as a whole, but this Overload may be caused by a sub-set of active Charging sessions, resulting in all Charging sessions to be impacted by this overload. 
It may be interesting from the server’s perspective for the overload mechanism to allow targetting the appropriate charging session(s) so the accurate behaviour can take place on Client Side. This would not be possible to be addressed with a “3GPP Charging Application” level solution, granularity of “3GPP-service-Context” would be needed instead, and would allow to select between e.g IMS and PS. 
As examples: 

· CDF is overloaded: IMS traffic to be throttled whereas PGW can continue  
· OCS is overloaded: MMS traffic to be throttled whereas  MMTel-AS(IMS) can continue  
6.2.2.x.3
Client connected Multiple Servers
Another key point to be considered by the mechanism is that a Network Node acting as a Client may run several Diameter Applications in parallel, in addition to Charging applications (Offline Rf and Online Ro). 

Although, when a Node serves as a client for multiple Applications, each application is served by a different server, when a server enters in Overload, it may be interesting for the Node to apply a differentiated overload e.g throttling depending on whether the server is a CDF or HSS (e.g for a S-CSCF).
Granularity of a “Diameter Applications” overload mechanism would be needed for this.
6.2.2.x.4
Intermediate Nodes Consideration
Intermediate Nodes (Diameter Agent) may exist between Client side (i.e CTF) and Server side (i.e CDF or OCS).

These Diameter Agents may act as Diameter Relay or Diameter Redirect: as such they are transparent to any Charging Application specific overload mechanism. In addition, they are assumed not to apply any overload mechanism unknown from the Charging Applications.
When acting as Diameter Proxy, the Diameter Agent, as such, may apply local policies, however such policies are expected to be transparent to any Charging Application specific overload mechanism, and also not related to any other overload mechanism unknown from the Charging Applications.  
Except for the specific case of a “Diameter credit-control proxy” refered-to in RFC 4006 which supports Diameter Credit-Control Application (statement “If Diameter credit-control proxies exist between the credit-control-client and the credit-control server, they MUST advertise the Diameter credit-control application support”), and would need to be considered for Overload mechanism over Ro. 
* * * Next Change * * * *

6.2.4
Diameter Session Management in 3GPP networks

6.2.4.1
General
In the 3GPP Diameter applications, two main cases exist:

-
Diameters sessions established on a per UE basis for a long duration, which may last some hours or days. This is the case for PCC and Charging related Diameter applications or between access entities and 3GPP AAA server for non 3GPP access (see subclauses 5.3.3 and 5.3.4 and 5.3.5).

-
Diameter sessions which are implicitly terminated, so with no state maintained in the server. This is the case for HSS Diameter applications

When handling overload conditions or to prevent overload, a solution could be to use load balancing to other servers which are not overloaded, but this may not be so straightforward:

-
a user is configured in one HSS, and if this HSS is overloaded, it is not possible to transfer the traffic of the user to another HSS;

-
when establishing a new IP CAN bearer/session for a user and related Diameter sessions to a PCRF, to an OCS or a 3GPP AAA server, it may be possible to select a PCRF, an OCS or 3GPP AAA server, but when a user has established IP CAN bearer/sessions, they cannot be moved to another server. The network could terminate IP CAN bearer/sessions and select a new PCRF, OCS or AAA server when the UE re-establishes them, but this would impact the user’s experience and also cause extra signalling load.

These considerations may not impact the protocol for load and overload but are more related to behaviour of the Diameter nodes, which would therefore be application or session dependent. These examples also raise questions to which extent the node behaviours for overload handling enter into the scope of 3GPP standardisation or may be better left to implementation.

Note that for 3GPP Charging Applications, Node behaviour related to Diameter Charging sessions has a minimum solution described (see chapter 5.3.5.3.1).
* * * End of Changes * * * *

