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1. Introduction

<Introduction part (optional)>

2. Reason for Change

Throttling may be performed by the client or by a Diameter Agent on the path between client and server. When Throttling by throttling factor is performed, it must be ensured that only one node in the path performs the throttling; otherwise the overall throttling is too high. An example is shown in the following figure.
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In this example scenario Client 2 and DRA1 do not support the Diameter overload control mechanism. DRA2 needs to throttle traffic received from Client 2 but not traffic received from Client 1. DRA3 needs to throttle traffic received from Client 2 via DRA1 but not other traffic.

3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 version 0.2.0.

*******
6.4.4.2
Throttling by Throttling Factor

When a Diameter server reports overload to clients, the Overload Information received by the clients may be converted (e.g. based on a negotiated algorithm) into a throttling factor if not explicitly received. A throttling factor of e.g. 10% indicates that the clients will not send every tenth request message on average that would have otherwise been sent to the server. This means that future traffic will be 10% less than would have been without throttling. It does not necessarily mean that future traffic will be 10% less than past traffic. Traffic can still increase although throttling is in place. Similarly, when a client takes additional actions (e.g. an MME asks the UE not to retry before a certain delay), it may not be possible for the client to calculate how much traffic reduction the additional action causes; the client will simply reject (i.e. not send to the server) every tenth request message it becomes aware of. This may result in less future traffic than expected. Overloaded Diameter Servers are expected to adjust the reported Overload Information when the resulting throttling is too high or too low.
When throttling by throttling factor is used, a mechanism is needed that ensures that on every path between client and server not more than one Diameter node performs the throttling.
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