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1.
Introduction
This discussion paper addresses the question whether Explicit Congestion Notification (ECN) could positively or negatively impact MPS (“Can ECN improve or degrade MPS traffic?”) and hence, what is the recommended use of ECN in the context of MPS traffic. Any (individual call) enabled congestion control (for IP bearer traffic) will impact the IP application/service (e.g., MPS). Whether the impact is negative or positive, from perspective of the perceived/experienced quality by the MPS user, is not straightforward. Enabled ECN affects the MPS quality based on reduction in the transmit rate of the affected MPS traffic. Disabled ECN may also affect the MPS quality since (temporal and/or spatial) congestion situations in a network normally decrease the grade of service (GoS) of the entire IP bearer traffic (“of a congested network area”), under the assumption of a best effort infrastructure given MPS traffic shares at least some of the same infrastructure resources as non-MPS traffic. Some use case examples are evaluated below. 
2.
Description
ECN provides a mechanism to detect and react to incipient network congestion typically before packets start being dropped by the network routers.  Per [RFC 6679]:
· Explicit Congestion Notification (ECN) can be used to minimize the impact of congestion on real-time multimedia traffic
· End systems negotiate ECN support by exchanging ECN capabilities via SIP
· Sender transmits multimedia packets to a receiver
· The packets are marked with ECN information (ECT + CE) towards the receiver
· The receiver sends feedback to the sender regarding congestion and packet loss
· The sender adjusts the transmit rate as appropriate.
Figure 1 illustrates ECN for RTP over UDP basic operation where an end system initiates ECN.
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Figure 1
ECN for RTP over UDP Basic Operation
The following examples (based on [ITU-T H.248.81]) provide qualitative considerations.  Complementary quantitative evaluations would rather be the subject of network engineering and associated performance investigations (e.g., traffic simulation and performance studies). 
Note: ITU-T uses the term “ETS” for a government authorized priority service (i.e., MPS in 3GPP). This clause also uses the term ETS instead of MPS in evaluating some use case examples.
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Evaluation of Example 1:

This example assumes that the terminal has a method to react to ECN marks.

· ETS calls could experience a better QoE/QoS if ECN is enabled for ETS traffic due to a positive effect of an enabled congestion control. The positive effect is in the form of the aggregated reduced load by each entity that responds to the congestion notification.

NOTE - The portion of ETS traffic, under normal load conditions, is typically limited in real networks. See e.g., [3GPP TS 22 153] for MPS traffic in 3GPP networks (“… MPS traffic volumes should be limited (e.g., not to exceed a regional/national specified percentage of any concentrated network resource, …), so as not to compromise this function.”).
· ETS calls could experience a lower QoE/QoS if ECN is enabled for ETS traffic due to a negative effect of an enabled congestion control. The negative effect is in the form of the reduced transmit rate used by ECN-enabled ETS calls in response to the ECN congestion notification. 
Note that ETS calls are given priority treatment over non-ETS calls, such that ECN-disabled ETS calls may not be impacted until congestion reaches a certain threshold.
Evaluation of Example 2:

Consider the following example scenario:

1. A call starts in 60 kbit/s mode and experiences (in a later point in time) a mean packet loss ratio of e.g., 5 % due to network congestion
2. Given ECN is enabled (negotiated during call setup), network congestion leads to ECN marking, i.e., IP packets are marked as supporting ECN

3. Received ECN indications at sender side activate the sender-driven congestion control method
4. There is then a transition to the 20 kbit/s mode
5. This mode then experiences e.g., a mean packet loss of 0.1%, hence a lower information loss

6. There are consequently two situations with different QoE as perceived by the user, labeled as QoE60 and QoE20:

· the QoE60 in the “high quality” codec mode could be better than the QoE40 in the “low quality” codec mode, due to the higher transmit rate.
· the QoE60 in the “high quality” codec mode could be worse than the QoE40 in the “low quality” codec mode under network congestion because the GoS20 would be better than the GoS60 (primarily due to relations “IPLR20 << IPLR60 and IPDV20<< IPDV60”).
· ECN-disabled ETS calls could experience a better QoE/QoS than ECN-enabled ETS calls due to the possible positive effect that the higher transmit rate may offer a better GoS.

· ECN-enabled ETS calls could experience a better QoE/QoS than ECN-disabled ETS calls due to the possible positive effect that the lower transport quality may receive a better GoS.

Evaluation of Example 3:

· ETS calls (whether they are ECN enabled or disabled) could benefit from the ECN-enabled non-ETS calls due to a potential positive effect of more available transport capacity from non-ETS traffic and a reduced overall congestion level.  Congestion control could reduce the consumed bit rate by non-ETS calls in the form of reduced load by each entity that responds to the congestion notification.
· ETS calls could experience a lower QoE/QoS if ECN is enabled for ETS traffic due to a negative effect of an enabled congestion control. The negative effect is in the form of the reduced transmit rate used by ECN-enabled ETS calls in response to the ECN congestion notification. 
Note that ETS calls are given priority treatment over non-ETS calls, such that ECN-disabled ETS calls may not be impacted until congestion reaches a certain threshold.
Evaluation of Example 4:

· Disabling ECN for ETS would not impact the network congestion in such a situation. Furthermore, if a terminal is not able to react to ECN congestion indications, it should not itself use ECN marking, as it would otherwise behave unfairly to other flows. 

Evaluation of Example 5:

All three control reactions outlined in the table above should lead to a reduced IP transport load caused by ETS calls, but still allow sufficient end-to-end communication. The contribution of these actions to the reduction of the overall network congestion would be dependent on the amount of ETS traffic: the more ETS traffic, the more it can contribute. However, it may be noted that:

· The video component has normally higher bandwidth requirements than the voice component. Hence its deactivation is likely to have a more noticeable effect -per call- on the overall congestion than lowering the audio codec mode. 

· Independently of the amount of ETS traffic, a congestion situation may be highly disturbing on the user experience if it is using a video component. Thus, deactivation of the video component may be the recommended strategy. 
· Enabling ECN for ETS might be beneficial for multimedia ETS calls, given that at least one media component allows sufficient communication.

3.
Conclusion
The above evaluations are based on theoretical analysis and a more detailed performance study may be needed for a quantitative consideration and in specifying requirements on whether ECN should be enabled versus disabled in the context of MPS.  Since further quantitative analysis is needed to seek the positive versus negative influence of ECN on the MPS traffic, use of ECN for MPS should be a network option, e.g., for a call/session that is MPS marked, the MGC may or may not request the MG to enable ECN based on the service provider’s local policy.  The relevant 3GPP H.248 interfaces (e.g., Iq, Ix, Mn) specifications (for which ECN procedures are specified) should provide some recommendation on the use of a service provider’s local policy to enable or disable ECN for MPS.  C4-130799 proposes text on the ECN and MPS interaction based on this analysis.
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