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1. Introduction
The two current proposed solutions are described in TR
2. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.2.0.
* * * First Change * * * *
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7
Solutions for Diameter overload control

7.1
Introduction

This section presents and compares the different solutions proposed to fulfill the requirements for Diameter overload control defined in IETF Draft draft-ietf-dime-overload-reqs-06 [4]. The evaluation will take also the requirements specific to the 3GPP networks. As an output of this analysis, a solution should be selected as preferred solution for implementation of a Diameter overload control mechanism in 3GPP networks.
* * * Next Change * * * *

7.2
Solution 1: MDOC

7.2.1
Solution overview

"The Mechanism for Diameter Overload Control" (MDOC) (IETF Draft draft-roach-dime-overload-ctrl-03 [x]) defines a mechanism for communicating the load and overload information among Diameter nodes on a hop-by-hop basis.

Because this mechanism is meant to be used on a hop-by-hop basis, load and overload information is exchanged only between adjacent nodes. This means that any Diameter agent that forwards a Diameter message must remove any load/overload information received from the previous hop, act upon it as necessary/possible and aggregate their own load/overload information to the existing one in the message before forwarding to the next hop.

The key information transmitted between adjacent Diameter peers is the current server load as well as an indication of overload state and severity (overload information). Both information parts are conveyed as a new Grouped AVP (Load-Info AVP), included into CER/CEA, DWR/DWA and any Diameter messages in which the Grouped AVP Load-Info can be included.

The Load-Info AVP is defined as follow:
< Load-Info > ::=
< AVP Header: 1600 >

< Overload-Metric >

* { Overload-Info-Scope }

[ Supported-Scopes ]

* [ Overload-Algorithm ]

[ Period-Of-Validity ]

[ Session-Group ]

[ Load ]

* [ AVP ]

The Overload-Metric AVP is used as input to the load mitigation algorithm. Its definition and interpretation is left up to each individual algorithm, with the exception that an Overload-Metric of "0" always indicates that the node is not in overload (that is, no load abatement procedures are in effect) for the indicated scope.

The Overload-Info-Scope AVP is used to indicate to which scope the Overload-Metric applies. The indication of scopes for overload information allows a node to indicate a subset of requests to which overload information is to be applied. Seven scopes are defined in the IETF draft but only "Connection" scope is mandatory to implement for all the nodes supporting this overload control mechanism.
The Supported-Scopes AVP contains a bitmap that indicates the scope(s) that a given node can receive on the connection. This AVP is only used in CER/CEA.
The Overload-Algorithm AVP may be used only in CER/CEA to negotiate the algorithm that will be used for load abatement. If absent of this AVP in CER/CEA, the default Overload Algorithm (Loss) is used.

The Period-Of-Validity AVP is used to indicate the length of time, in seconds, the Overload-Metric is to be considered valid (unless overridden by a subsequent Overload-Metric in the same scope).

The Session-Group AVP is used to assign a new session to the session group that it names. This AVP may appear only once, in the answer to a session-creating request. This AVP will may allow to apply the overload algorithm to a group of session if the "Session-Group" scope is applied.

The Load AVP is used to indicate the load level of the scope in which it appears. The load level is indicated as a linear scale, from 0 (least loaded) to 65535 (most loaded).

The IETF draft also defines a default overload algorithm for shedding traffic under overload circumstances. Identified by the indicator "Loss" (1) in Overload-Algorithm AVP and meant to be implemented by all the Diameter nodes supporting the overload control mechanism, this algorithm allows a Diameter peer to ask its peers to reduce the number of requests they would ordinarily send by a specified percentage. In this algorithm, a range from 0 to 100 is used as possible values of Overload-Metric AVP to indicate the requested percentage of traffic reduction. For example, if a peer requests to another peer a reduction of 10% of the traffic currently sent, then that peer will redirect, reject, or treat as failed, 10% of the traffic that would have otherwise been sent to this Diameter node. When the requests have to be treated as failed by a Diameter agent, the Diameter agent indicates to the peer who originated the request by sending a new error code "DIAMETER_PEER_IN_OVERLOAD" in the response.

The design of the mechanism described in this document allows for the definition of alternate load abatement algorithms as well and the algorithm to apply is negotiated during the capabilities exchange phase between the peer.. 

* * * Next Change * * * *

7.3
Solution 2: DOCA

7.3.1
Solution Overview
"The Diameter Overload Control Application (DOCA)" (IETF Draft draft-korhonen-dime-ovl-01 [y]) describes a new application, the Diameter Overload Control Application (DOCA), to convey overload information between Diameter nodes.
This new session-stateless Diameter application defines a command pair, DOCA-Report-Request/Answer (DRR/DRA), and a set of AVPs to convey the related overload control information. Any the DOCA capable Diameter node can initiate a DOCA-Report-Request at any given time. The receiver of the request acknowledges with a DOCA-Report-Answer and includes the Result-Code AVP indicating whether it could honor the action/report in the request. The DOCA-Report-Answer can also piggyback overload control information related the node sending the answer.

A Diameter proxy supporting the DOCA application can inspect the DOCA related AVPs in the DRR/DRA message pair and, depending on the value of the OC-Scope AVP, it can inject its own information in the messages.
The DOCA-Report-Request (DRR) message is used to report overload condition information. The message can be originated as a result of emerging overload condition or as a periodic unsolicited report. 

The DOCA-Report-Answer (DRA) message is used as an acknowledge response to the DOCA-Report-Request. The message can also piggyback overload condition information in order to avoid unnecessary DOCA-Report-Request messages to the reverse direction.

The draft defines the following AVPs related to the overload control mechanism:

The OC-Scope AVP indicates in a bitmask the scope where and concerning what the overload control information contained in OC-Information can be injected. The following scopes are supported:

-
"Host": OC-Information AVP concerns only a single host within a realm (which internally MAY represent of pool).

-
"Realm": OC-Information AVP concerns a realm. No specific hosts are identified.

-
"Only origin realm": OC-Information AVP can only be included by a Diameter node on the path that has the same Origin-Realm as the DOCA client.

-
"Application information": OC-Information AVP contains application related information (the OC-Applications AVP).

-
"Node utilization information": OC-Information AVP contains node wide load related information (the OC-Utilization AVP).

-
"Application priorities": OC-Information AVP contains priority information (the OC-Priority AVP) so when the overload condition is on, Diameter nodes are able to prioritize between different applications, for example, when dropping or throttling messages.
The OC-Algorithm AVP, used only in the DRR message, is a bitmask that indicates the supported algorithms to mitigate the overload condition. The following algorithms are supported:

-
"Drop": Messages are plain dropped. It is RECOMMENDED to drop messages selectively based, for example, on application priorities. This is the default algorithm.

-
"Throttle": The message sending rate is according to the OC-Sending-Rate AVP.

-
"Prioritize": Apply priorities among applications and the other used means for holding traffic.
The OC-Action AVP indicates three different states: the start, the end or the update of the overload condition. The interim is the default value and can be sent during the overload condition or during the normal condition.
The OC-Tocl AVP, used only in the DRR message, indicates in a DRR a timer in milliseconds that defines the requested interval for sending periodic DOCA-Report-Request messages with the OC-Action AVP set to 'Interim'. The value of zero (0) means no periodic DOCA-Report-Request messages are sent or desired. The default value is 120000.
The OC-Applications AVP is a Grouped AVP that contains a list of Application-IDs of interest and meant to be used during the initialization state to agree on the common set of supported applications of monitoring interest when found in the DOCA-Report-Request/Answer command main level. When used within the OC-Information AVP, the OC-Applications AVP identifies those applications the overload information concerns.
The OC-Information AVP is a Grouped AVP that contains a set AVPs that identify the source of the overload control information, the overload information itself and which applications the information concerns.
* * * End of Changes * * * *

