3GPP TSG CT4 Meeting # 61
C4-130593
Chengdu, China, 20th – 24th May 2013

Source:
Ericsson
Title:
Discussion on re-establishing control path during path failure for eMBMS restoration
Agenda item:
6.7
Document for:
Discussion
1. Background
3GPP CT4 has started a new WID called eMBMS restoration procedures, where the objective of this Work Item is to specify enhanced restoration procedures to explicitly define the EPS behaviour and enable restoration of the eMBMS service when possible in order to minimize the end-user service impact upon different kinds of failure over control path. 

A number of CRs have also been agreed at last CT4 meeting (CT4#60). See References.

The principle behind these CRs is to try re-establish control path to allow subsequent MBMS session update and stop; in addition, such re-establishing should be performed before bring down the MBMS sessions when it is possible.
During the path failure over Sm/Sn/SGmb interfaces, the selection of an alternative control path may take place. This paper is to provide an analysis to such path failure scenarios:
1. How a downstream node should behave, when it receives the MBMS Session Start Request to restore an existing MBMS session, especially when the path toward upstream node is still active, e.g. during RNC/MCE for Sn/Sm failure, or MME/SGSN for SGmb path failure.
2. How the resource allocated in the nodes in the old control path for those MBMS session which have been taken over by others should be released.
2. Discussion
2.1. General

The following diagram depicts a greatly simplified eMBMS network deployment for E-UTRAN access. It is assumed that there are 8 different MBMS sessions broadcasted in the network, which are shared among the same type of control plane entities, e.g. between MMEs, and between MBMS-GWs, to allow load sharing.

[image: image1]
2.1 Sm/Sn Path Failure
In the following example, it is assumed that before the Sm failure, MME1 is controlling MBMS session 1, 2, 5 and 6. And then there is a Sm path failure between MME 1 and MBMS-GW1. It is also assumed Maximal Sm path failure timer configured in MME is 120s; and the same timer configured in MBMS-GW is 115s. (The shorter latter timer is to allow re-establishing control path before bringing down the MBMS session)
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The re-selection of MME may take place before/after Maximal Sm path failure timer in the MBMS-GW expires:

A. If the re-selection takes place after the Maximal Sm path failure timer expires, it is regarded as a non-transient path failure,  the new MME2 will take over the MBMS session 1 and 2; and the old MME1 will delete all affected MBMS sessions, 1 and 2. But there is a risk that both old MME1 and new MME2 have the same MBMS sessions (1 and 2) for 5s due to the different Maximal Sm path failure timer configured in MME and MBMS-GW. 
B. If the re-selection takes place before the timer expired, i.e. when the path failure is regarded as a transient failure, if the MBMS-GW1 received session update for MBMS session 1 at 30s, the MBMS-GW1 tries to re-establish the control path by selecting the MME 2, and the MME 2 will then send MBMS session start request message for MBMS session 1 to MCE 1, 2 and 3.
Afterwards, there will be two cases, the Sm path failure becomes non-transient path failure as described in the bullet A; or the Sm link recovers before the timer expires, i.e. MBMS session 2 will be kept by MME 1, while MBMS session 1 has been taken over by MME 2. 
However, for both cases, the MBMS sessions taken over by other MME shall be deleted in the old MME, i.e. the MBMS Session 1 should be deleted in the MME1.
For both scenarios A and B, there are two issues: 

Issue 1: There should a solution to allow the MCE/RNC to differentiate this is a restoration procedure from a normal error scenario, e.g. a ghost message due to transmission problem. 
If it is not a restoration procedure, the MCE/RNC shall reject the MBMS Session Start request message sent from an alternative MME/SGSN if there is an existing MBMS session, according to the following existing requirements as specified in TS 23.246, chapter 5.1.6:

"For IP Multicast support in EPS, the MBMS GW allocates an IP Multicast Address based on the TMGI and Flow Identifier (broadcast mode only). Since in any specific location only one version of the content shall be available at any point in time, the MBMS Service Areas of each session of a same user service shall not overlap; this shall be ensured by proper configuration of the service in the BM‑SC. The RNC and the eNodeB ultimately enforces this constraint by rejecting any session start request with the same TMGI as an already active session if there is any overlap in the respective service areas. As indicated above, the UE is unaware of the Flow Identifier and of the existence of multiple sessions for the same MBMS user service."
And also as specified in TS 25.413, chapter 8.36.4:

"If an MBMS SESSION START message from a given CN Node provides a TMGI IE that is used for an already established and running MBMS Session provided by another CN Node, and the indicated MBMS Service Area IE refers to a different MBMS Service Area that is partially overlapping with the MBMS Service Area of the already established and running MBMS Session, then the RNC shall return an MBMS SESSION START FAILURE message with the cause value "TMGI in Use and overlapping MBMS Service Area".
Conclusion 1: The node who initiates restoration procedure with re-selection of downstream control node, e.g. the BM-SC selecting an alternative MBMS-GW upon SGmb path failure, or the MBMS-GW selecting an alternative MME/SGSN upon Sm/Sn path failure, shall include a restoration flag in the MBMS Session Start Request message to indicate the receiving node shall accept the request message and forward MBMS Session Start Request message together with restoration flag to the further downstream node if applicable. 
Issue 2: There should a solution to avoid the situation where both old MME and new MME have the same MBMS session, since in this situation, if one of MCEs restarts, both MMEs will try to re-establish the session.

There are a few alternatives:

1. The first alternative is to let MCEs to send RESET message with take over indication to the MME1 as long as the MCEs accepts the new MME has taken over the control path. The drawback of this, before receiving all RESET messages from MCE(s), the MME1 cannot immediately delete the MBMS session. Instead the MME1 should set the MBMS session as “invalid” upon receiving the first Reset, and start a guard timer. Before the guard timer expires, MME should not Re-start the session upon receiving the Reset/M3 Setup from any MCE, e.g. due to M3 path failure or MCE failure. After timer expires, MME can then remove the MBMS session and may send MBMS Session Stop Request to those MCEs which have not send RESET with take over indication, as some of MCEs may not accept the MBMS Session Start Request message from the alternative MME2.  

The drawback of this solution is that it introduces massive signalling over M3 interface which leads potential overload in the old MME, especially when distributed mode applies, where thousands of MCE co-located with eNB will send M3 Reset messages. 
2. The second alternative is that the MBMS-GW informs the MME2 to delete the MBMS Session 1 in the MME1 when the MBMS-GW selects MME2 to re-start the same MBMS session, by including a restoration flag in the MBMS Session Start request message, together with IP address of MME1. The inclusion of MME1 IP address is an indication to require MME2 to delete the MBMS session 1 on the old MME1. So as soon as the MME2 receives positive acknowledgement from at least one MCE, the MME2 send a new message to the MME1 to delete MBMS Session 1. Once the MME1 locally deletes the MBMS Session, the MME1 should not immediately allocate the same M3AP ID (for the deleted MBMS session) towards the same MCEs when it receives new MBMS Session from other MBMS-GW.
Comparing with Alternative 1 and 2, apparently to delete 1 MBMS session in the old MME, alternative 1 needs thousands of M3 Reset messages while alternative 2 just need 1 message between MME1 and MME2. 

Conclusion 2:  Considering on-going discussion on the CN overload study, we should promote a solution with more signalling efficiency.
3. Conclusion
As above discussed, we propose the followings:

· A restoration flag should be included in the MBMS Session Start Request message by the node who initiates restoration procedure with re-selection of downstream control node upon a path failure; the receiver shall forward the restoration flag if the MBMS Session Start Request message need be sent further. 
· For Sm/Sn path failure, when a MME/SGSN receives MBMS Session Start Request message containing a restoration flag and IP address of another MME/SGSN, the MME/SGSN shall send a message to the given MME/SGSN to delete the MBMS session which has been re-established over new control plane path.  
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