- 45 -
TD 19 R1 (WP 1/16)
	[bookmark: dsg][bookmark: dbluepink][bookmark: dtableau]INTERNATIONAL TELECOMMUNICATION UNION
	STUDY GROUP 16

	[bookmark: dnum]TELECOMMUNICATION
STANDARDIZATION SECTOR
STUDY PERIOD 2013-2016
	TD 19 R1 (WP 1/16)

	[bookmark: dorlang]
	English only
Original: English

	[bookmark: dmeeting]Question(s):
	3/16
	Geneva, 14 - 25 January 2013

	[bookmark: dtitle]TD

	[bookmark: dsource]Source:
	Editor H.248.TCP

	[bookmark: dtitle1]Title:
	[bookmark: OLE_LINK7][bookmark: OLE_LINK8]H.248.TCP "Gateway control protocol: TCP support packages" (New): Output draft Ed. 0.4 (Geneva, 14 - 25 January 2013)


Summary
This document contains the editor's output draft for draft new ITU-T H.248.TCP "Gateway control protocol: TCP support packages" (Ed. 0.4).


- 2 -

[bookmark: _GoBack]Attachment 1 to
COM16 – LS 4 - E





	[bookmark: dcontent1]Contact:
	Jens Guballa
Alcatel-Lucent
Germany
	Tel: 	+49-711-821-41303
Fax: 	+49-711-821-40247
Email: 	Jens.Guballa@alcatel-lucent.com 

	Attention: This is not a publication made available to the public, but an internal ITU-T Document intended only for use by the Member States of ITU, by ITU-T Sector Members and Associates, and their respective staff and collaborators in their ITU related work. It shall not be made available to, and used by, any other persons or entities without the prior written consent of ITU-T.




[bookmark: _Toc110697633][bookmark: _Toc110768492][bookmark: _Toc110778499][bookmark: _Toc149874965]Document History
	Document History

	Issue
	Notes

	H.248.TCP Ed. 0.1
	Input (AVD-4297) to WP 2/16 Brisbane meeting (2012-09)
Location: http://wftp3.itu.int/av-arch/avc-site/2009-2012/1209_Bri/AVD-4297.zip 

	H.248.TCP Ed. 0.2
	Output (TD-25) from WP 2/16 Brisbane meeting (2012-09)
Location: http://wftp3.itu.int/av-arch/avc-site/2009-2012/1209_Bri/TD-25.zip 

	H.248.TCP Ed. 0.3
	Input (TD 19 (WP1/16)) from ITU-T SG16 Geneva meeting, Jan 2013
Location: http://itu.int/md/meetingdoc.asp?lang=en&parent=T13-SG16-130114-TD-WP1-0019 

	H.248.TCP Ed. 0.4
	Output (TD 19R1 (WP1/16)) from ITU-T SG16 Geneva meet., Jan 2013
Location: http://itu.int/md/meetingdoc.asp?lang=en&parent=T13-SG16-130114-TD-WP1-0019

	H.248.TCP Ed. 0.5
	

	H.248.TCP Ed. 0.6
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	



- 2 -
TD 19 R1 (WP 1/16)



CONTENTS
		Page

	1	Scope	7
1.1	Applicability statements	7
1.2	Package-less TCP connection control	8
2	References	8
3	Definitions	9
3.1	Terms defined elsewhere	9
3.2	Terms defined in this Recommendation	9
4	Abbreviations and acronyms	10
5	Conventions	11
5.1	Naming of stream endpoints and terminations	11
5.2	TCP bearer	11
5.3	TCP bearer control	11
6	Motivation use cases and models	12
6.1	Bearer connection network use cases	12
6.2	Bearer connection model	13
6.2.1	Model for single TCP termination scope only	13
6.2.2	Model for context-level TCP termination scope	14
6.2.3	Model with focus on context-internal interworking function	14
7	Relation to similar H.248 packages	15
7.1	Overview of TCP related packages	15
7.2	ITU-T Q.1950	16
7.2.1	Package ‘gb’ (generic bearer connection):	17
7.2.2	Package ‘bcp’ (bearer characteristics):	17
7.2.3	Package ‘bnct’ (bearer network connection cut through):	18
7.2.4	Package ‘ri’ (reuse idle):	18
7.3	ITU-T H.248.67	19
7.3.1	Package ‘trm’ (GCP transport mode indication):	19
7.4	ITU-T H.248.84	19
7.4.1	Package-independent procedures for NAT-T with TCP bearers:	20
7.4.2	Package ‘tcphp’ (TCP hole punching):	20
7.4.3	Package ‘tcptv’ (TCP traffic volume metrics):	20
7.4.4	Package ‘tcpccm’ (TCP connection control metrics):	21
7.4.5	Package ‘tcpcqm’ (TCP connection quality metrics):	21
7.4.6	Inventory of TCP functions and their possible impact on H.248 TCP gateways:	21
7.5	ITU-T H.248.43 and ITU-T H.248.79	22
9	TCP basic connection control package	22
9.1	Properties	23
9.1.1	TCP connection setup cut-through behaviour	23
9.2	Events	23
9.2.1	TCP connection state change (“BNC change”)	23
9.3	Signals	25
9.3.1	Establish (BNC)	25
9.3.2	Release (BNC)	25
9.4	Statistics	25
9.5	Error Codes	25
9.6	Procedures	26
9.6.1	TCP endpoint creation	26
9.6.2	TCP connection establishment	26
9.6.3	TCP application data transfer	26
9.6.4	TCP connection release	27
9.6.5	Path MTU Discovery	28
9.6.6	Interaction of TCP-retransmissions with traffic control functions	28
10	TCP extended connection control package	28
10.1	Properties	28
10.1.1	Stream Endpoint Pair Interlinkage	28
10.1.2	Oneway Release Indicator	29
10.2	Events	30
10.3	Signals	30
10.3	Statistics	30
10.5	Error codes	30
10.6	Procedures	30
11	TCP retransmission metrics package	30
11.1	Properties	30
11.2	Events	30
11.3	Signals	31
11.4	Statistics	31
11.4.1	Number of Retransmitted TCP-Segments	31
11.4.2	Number of Retransmitted TCP-Octets	31
11.5	Error codes	31
11.6	Procedures	31
12	Package-less TCP control	31
I.1	Use case #1: WebRTC to NGN/IMS interworking function with termination of transport security by MG	33
II.1	Assignment of TCP mode of operation	34
II.1.1	Mode type: application agnostic TCP-proxy	34




List of Tables
		Page

	Table 1 – Principal TCP-based interfaces of H.248 entities  and their relevance for this Recommendation	7
Table 2 – Use cases and TCP connection control aspects	13
Table 3 – Example IWFs	15
Table 4 – Q.1950-defined H.248 packages – gb package	17
Table 5 – Q.1950-defined H.248 packages – bcp package	17
Table 6 – Q.1950-defined H.248 packages – bnct package	18
Table 7 – Q.1950-defined H.248 packages – ri package	19
Table 8 – H.248.67-defined H.248 package – bnct package	19
Table 9 – H.248.84-defined package-independent procedures for NAT-T with TCP bearers	20
Table 10 – H.248.84-defined H.248 package – tcphp package	20
Table 11 – H.248.84-defined H.248 package – tcptv package	21
Table 12 – H.248.84-defined H.248 package – tcpccm package	21
Table 13 – H.248.84-defined H.248 package – tcpcqm package	21
Table 14 – H.248.84– Inventory of TCP functions	22




List of Figures
		Page

	Figure 1 – Overview: Methods for H.248-based TCP connection control	8
Figure 2 – Conventions for TCP bearer control	11
Figure 3 – Bearer connection network use cases with TCP stream endpoints	12
Figure 4 – Two-termination context with scope on a single TCP termination only	13
Figure 5 – Two-termination context with context-level TCP scope	14
Figure 6 – Two-termination context with context-internal interworking function	14
Figure 7 – Overview of TCP related packages	16
Figure I.1 – Use-case #1: WebRTC to IMS interworking function	33
Figure II.1 – Configuration “application agnostic TCP-proxy”	34
Figure II.2 – Traffic flow example for an MGC strictly controlled bearer conneciton setup using the TCP-proxy mode	36
Figure II.3 – Traffic flow example for an MG autonomous release of the TCP connection using the TCP-proxy mode	37
Figure II.4 – Traffic flow example for an MGC controlled connection setup using the TCP-proxy mode	39
Figure II.5 – Traffic flow example for an MGC controlled connection release  using the TCP-proxy mode	40





Draft new Recommendation ITU-T H.248.xx (ex H.248.TCP)
Gateway Control Protocol:
TCP support packages

AAP Summary
<Mandatory material – to be provided before Consent>
Summary
<Mandatory material>
Introduction
<Optional - This clause should appear only if it contains information different from Scope and Summary>
[bookmark: _Toc346622462]1	Scope
{Editor’s note (2013-01 meeting): this scope section is still not complete and should be updated as soon as the Recommendation text becomes more mature. Contributions are solicited.}
In scope of this Recommendation are TCP-based bearer interfaces of H.248 IP media gateways. Such an H.248 MG could provide various functions for processing of TCP/IP packets, TCP payload data and involvement in functions related to TCP protocol control information (based on TCP header flags). This Recommendation focuses primarily on the aspect of TCP connection control, which comprises
· establishment,
· modification (tbd) and
· release
of TCP bearer connections.
The Recommendation considers 
· connection models with a single or multiple TCP bearer connection endpoints within an H.248 context;
· establishment, through-connection and release behaviour in case of end-to-end TCP bearer connections across two H.248 TCP terminations (“a so-called H.248 TCP media stream”);
· different H.248 control models
further, this Recommendation provides information
· about existing H.248 tools with respect to other  TCP support functions.

[bookmark: _Toc323896419][bookmark: _Toc336871256][bookmark: _Toc346622463]1.1	Applicability statements

Table 1 summarizes all possible TCP-based interfaces of H.248 entities, - under the assumption of an underlying IP network -, and their relevance for this Recommendation.
[bookmark: _Toc336871314][bookmark: _Toc346622435]Table 1 – Principal TCP-based interfaces of H.248 entities 
and their relevance for this Recommendation
	TCP-based transport at:
	H.248 entity:
	This Recommendation:

	Call control interface (e.g., SIP)
	MGC
	Out of scope.

	Gateway control interface (H.248)
	MGC, MG
	Out of scope. Possible H.248 transport modes are indicated by [ITU-T H.248.67]. Usage of a TCP-based H.248 transport mode would be typically specified by an H.248 profile (as part of clause 6.10 in the profile definition template (see Appendix III in [ITU-T H.248.1])).

	Bearer interface
	MG
	In scope.



[bookmark: _Toc346622464]1.2	Package-less TCP connection control
Figure 1 summarizes the methods for H.248-based TCP connection control (at the MG bearer interface). The general approach would be based on package-defined H.248 properties by this Recommendation, - besides SDP elements. However, in simple and limited network environments might be already the package-less option sufficient.



[bookmark: _Toc336871321][bookmark: _Toc346622449]Figure 1 – Overview: Methods for H.248-based TCP connection control
{Edittor’s note: a mixed model of SDP-based and Property-based control might be also an option. To be cross checked again when the package designs get stable ...}
{Edittor’s note (2013-01): SDP-based … in scope   dedicated clause 11 inserted ...}
[bookmark: _Toc346622465]2	References
The following ITU-T Recommendations and other references contain provisions which, through reference in this text, constitute provisions of this Recommendation. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; users of this Recommendation are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.
The reference to a document within this Recommendation does not give it, as a stand-alone document, the status of a Recommendation.
[IETF RFC 793]	IETF RFC 793 (1981), Transmission Control Protocol
[IETF RFC 4145]	IETF RFC 4145 (2005), TCP-Based Media Transport in the Ses.sion Description Protocol (SDP). 
[ITU-T H.248.1]	Recommendation ITU-T H.248.1 (2005), Gateway control protocol: Version 3, including its Amendment 2 (12/2009). 
[ITU-T H.248.67]	Recommendation ITU-T H.248.67 (12/2009), Gateway control protocol:  Transport mode indication package. 
[ITU-T H.248.84]	Recommendation ITU-T H.248.84 (07/2012), Gateway control protocol: NAT-traversal for peer-to-peer services
[ITU-T Q.1950]	Recommendation ITU-T Q.1950 (12/2002), Bearer independent call bearer control protocol. 
[ITU-T Q.Sup31] 	Technical Report TRQ.2141.0 (12/2000): Signalling requirements for the support of narrow-band services over broadband transport technologies - Capability set 2 (CS-2). 
[bookmark: _Toc346622466]3	Definitions
<Check in the ITU-T Terms and definitions database on the public website whether the term is already defined in another Recommendation. It may be more consistent to refer to such a definition rather than redefine it>
[bookmark: _Toc346622467]3.1	Terms defined elsewhere
<Normally terms defined elsewhere will simply refer to the defining document. In certain cases, it may be desirable to quote the definition to allow for a stand-alone document>
This Recommendation uses the following terms defined elsewhere:
{Editor’s note (2012-09): ###). Contributions are solicited.}
3.1.2	<Term 2> [Reference]: <optional quoted definition>
3.1.1	transport (TCP) proxy (translator) mode [ITU-T H.248.84], see clause I.4.1 in [b-ETSI TR 183 068]: mode (also known as Back-to-Back TCP Endpoint (B2BTE) mode): statefull forwarding of TCP packets in terms of full protocol termination. The end-to-end TCP connection is partitioned in two TCP connection legs by the BGF. Each H.248 Stream endpoint provides a statefull TCP connection state machine.
NOTE 1 – The term proxy mode is similar as used for HTTP proxy, FTP proxy, SIP proxy, etc.
[bookmark: _Toc346622468]3.2	Terms defined in this Recommendation
This Recommendation defines the following terms:
{Edittor’s note (2013-01): it is yet undecided whether terms 3.2.1, 3.2.2 and 3.2.3 remain in H.248.TCP due to the fact that they are more“H.248 generic”, may be thus rather subject of H.248.1. Examples: applicable as well for H.248.78, H.248.TLS, H.248 “T.38 control” (= T.38 Annex E.).}
3.2.1	Basic H.248 master-slave control mode: An H.248 decomposed gateway following an hierarchical control model in the network control plane (primarily related to call service control and media/bearer control functions). The control hierarchy constitutes a master-slave relationship. With MGC as master and MG as slave entity due to considered distribution models on the decomposed gateway entities
NOTE 1: [ITU-T Q.Sup31] Annexes C.2 or C.3 provides examples of functional-to-physical mapping models according basic H.248 master-slave control mode.  
3.2.2	MG autonomous mode: For a particular function (NOTE 2), the MGC delegates some (but not all) service specific control decisions down to the MG level. The MG provides a local decision function. The MG autonomous control is limited on decisions with MG available information only.
NOTE 2: For instance, … to be inserted …
3.2.3	MGC-strictly controlled mode: Synonym to the basic H.248 master-slave control mode. All control decisions are exclusively under MGC responsibility, the MG degenerates to a pure execution unit.

3.2.4	TCP proxy variants: the basic TCP proxy mode is defined in clause 3.1.1. The following TCP proxy variants are useful for the various TCP services as supported by H.248 MGs:
There are two orthogonal attributes:
1. Discrimination with respect to TCP payload data awareness:
· Application-aware TCP proxy (the MG knows the carried protocol (stack) by TCP packets)
· Application-agnostic TCP proxy (the MG is unaware of the TCP payload content)
2. Discrimination with respect to statefull TCP connection control:
· Statefull TCP proxy (by support of the complete TCP connection state machine, see Figure 6 in [IETF RFC 793])
· Lightweight TCP proxy (by support of simplified TCP connection state models)
Example: “application-agnostic, statefull TCP proxy” mode.

[bookmark: _Toc346622469]4	Abbreviations and acronyms
This Recommendation uses the following abbreviations and acronyms:

	DTLS
	Datagram Transport Layer Security

	ICE
	Interactive Connectivity Establishment

	IMS
	IP multimedia subsystem

	IP
	Internet protocol

	IPv4
	Internet protocol version 4

	IPv6
	Internet protocol version 6

	LD
	Local descriptor

	MG
	Media gateway

	MGC
	Media gateway controller

	NAT
	Network address translation

	NAT-T
	NAT tTraversal

	NGN
	Next generation network

	RD
	Remote descriptor

	SCTP
	Stream Control Transmission Protocol

	SDP
	Session description protocol

	SEP
	(H.248) Stream endpoint

	SIP
	Session initiation protocol

	TCP
	Transmission control protocol

	TLS
	Transport Layer Security

	UDP
	User datagram protocol

	UE
	User equipment

	WEBRTC
	Real-Time Communication in WEB-browsers (as work item in W3C)


[bookmark: _Toc346622470]5	Conventions
[bookmark: _Toc346622471]5.1	Naming of stream endpoints and terminations
The notations “Tx” and “Tx(Sy)” are used for naming of terminations and stream endpoints (SEP) respectively, with
· “Tx” as TerminationID value;
· “Sy” as StreamID value and
· numerical variables x an y.
[bookmark: _Toc346622472]5.2	TCP bearer
The notation of TCP bearer connection is synonym to a TCP connection in the network user plane. There might be also a control plane TCP connection (between MGC and MG) in case of a TCP-based H.248 transport mode [ITU-T H.248.67].
[bookmark: _Toc346622473]5.3	TCP bearer control
There are connection control information flows for TCP bearer connections in the network user plane (e.g., IP media/data/bearer plane) and the control plane (here H.248). Figure 2 outlines the used conventions for the differentiation of both control flows:


[bookmark: _Toc336871318][bookmark: _Toc346622450]Figure 2 – Conventions for TCP bearer control

[bookmark: _Toc346622474]6	Motivation and use cases and models
[bookmark: _Toc323896427][bookmark: _Toc336871264][bookmark: _Toc346622475]6.1	Bearer connection network use cases
There are three fundamental use cases from perspective of H.248 MGs and the TCP bearer connection control (see Figure 3):
· Use case #1.1: an H.248 IP-IP MG located in the middle of an end-to-end TCP connection; there are two interconnected H.248 stream endpoints (SEP), - a TCP stream endpoint pair (TCP SEPP) -, within the H.248 context; two sub-cases may be distinguished from an overall network perspective:
· Use case #1.1.1: there is a single, continuous end-to-end TCP connection, any interim H.248 IP-IP MG is not fully terminating the TCP protocol; this use case relates to a TCP relay or merge mode behaviour of the MG (see [ITU-T H.248.84]);
· Use case #1.1.2: the end-to-end TCP connection is divided in two separate TCP connection segments, the H.248 IP-IP MG provides complete TCP protocol terminations towards the remote TCP bearer connection endpoints; this use case relates to the TCP proxy mode behaviour of the MG;
· Use case #1.2: a TCP to non-TCP interworking scenario; the H.248 MG is acting as a single TCP endpoint. 
Further, but less focus:
· Use case #2: multipath TCP (MPTCP) and H.248 MG involvement. 
· Use case #3: multiple TCP bearer connection endpoint models such as applied by media servers (e.g., an [ITU-T H.248.69] based MSRP switch). 



[bookmark: _Toc346622451]Figure 3 – Bearer connection network use cases with TCP stream endpoints
The TCP connection control aspect is a primary scope of this Recommendation, some general conclusions could be derived, see Table 2:
[bookmark: _Toc336870922][bookmark: _Toc346622436]Table 2 – Use cases and TCP connection control aspects
	Use case:
	TCP connection control aspects:

	1.1.1
	TCP connection establishment (and release) is true end-to-end, meaning that the TCP connection control procedures at the two H.248 SEPs are tightly coupled.
E.g., an incoming TCP connection establishment request (i.e. a TCP SYN packet) from remote endpoint X would lead to an immediate forwarding of that “bearer connection control request” towards remote endpoint Y. This relates to a TCP relay and merge mode scenario.

	1.1.2
	TCP connection establishment (and release) is decoupled from end-to-end perspective. This looks like a back-to-back TCP endpoint as given by TCP proxy mode.
The TCP bearer connection control procedures are independent for each SEP.

	1.2
	The H.248 MG provides an IP host function for a single TCP connection endpoint. 



[bookmark: _Toc323896432][bookmark: _Toc336871269][bookmark: _Toc346622476]6.2	Bearer connection model
All protocol elements and procedures described in this Recommendation are limited to the extent of a connection model with up to two ITU-T H.248 terminations (note: there might be one or multiple stream endpoint pairs (SEPP) in case of two terminations). In addition, no assumptions are made regarding either the lower layer protocols beneath the TCP layer or the upper layer protocols being carried by the TCP payload. This allows the use of the Recommendation's procedures in various connection models and use cases such as illustrated in the sub-clauses.
[bookmark: _Toc346622477]6.2.1	Model for single TCP termination scope only
Figure 4 details the generic connection-model where a TCP-enabled termination is connected to a single other termination. 


[bookmark: _Toc346622452]Figure 4 – Two-termination context with scope on a single TCP termination only
This model relates to use case #1.2.
[bookmark: _Toc346622478]6.2.2	Model for context-level TCP termination scope 
Figure 5 represents the general model for use case category #1.1. The type of interworking function (IWF) determines the particular MG behaviour concerning TCP handling (see next sub-clause 6.2.3).


[bookmark: _Toc346622453]Figure 5 – Two-termination context with context-level TCP scope

[bookmark: _Toc346622479]6.2.3	Model with focus on context-internal interworking function 
Figure 6 depicts a two termination model with scope on example interworking functions.


[bookmark: _Toc346622454]Figure 6 – Two-termination context with context-internal interworking function
The IWF is principally a context-level function, associated to a particular SEPP (here: SEPs T1(S1) and T2(S1)). Table 3 lists some example IWFs, which are relevant in scope of this Recommendation and TCP processing, classified from a layered protocol perspective:
[bookmark: _Toc346622437]Table 3 – Example IWFs
	IWF:
	Example functions:
	Comments from TCP perspective:

	L3 IWF
	· Back-to-back IP host (B2BIH) 
	Conditional useful for all kind of TCP interworking (NOTE 1).


	
	· B2BIH with: 
· Network address translation (NAT)
· Network prefix translation (NPT in case of IPv6)
	

	
	· IP protocol version interworking (IPv4-to-IPv6 or vice versa)
	

	
	· NAT-T according [ITU-T H.248.37]
	No impact (NOTE 2).

	
	· IP router (IPR) [ITU-T H.248.64]
· IPR with NAT
	Unconditional for all kind of TCP interworking.
TO BE CONFIRMED

	L4 IWF
	· this Recommendation
	There are two crucial aspects to be noted: 
1. Cut-through characteristic (“when the two SEPs are interconnected for enabled traffic flow”);
2. BCP (for TCP) information of one SEP as possible stimuli for procedures at partner SEP, or not? (NOTE 3)  

	
	· NAT-T according [ITU-T H.248.84]
	Impact, see clause 7.4.

	L4+ IWF
	· MSRP relay [ITU-T H.248.69]
	For MSRP-over-TCP, bearer type is indicated via SDP.

	
	· Bearer-level ALG [ITU-T H.248.78]
	Interactions to be considered.

	
	· Transport level security [ITU-T H.248.TLS]
	There are impacts, dependent on TLS-to-TLS or TLS-to-non-TLS type of interworking. 

	NOTE 1 – Exception: attention to ICMP (see clause 6.7/[ITU-T H.248.79], such as TCP import ICMP information with end-to-end significance.
NOTE 2 – This is rather a SEP related function than SEPP scope.
NOTE 3 – Example: an incoming TCP connection release triggers an outgoing TCP connection release, or not.



[bookmark: _Toc346622480]7	Relation to similar H.248 packages
[bookmark: _Toc346622481]7.1	Overview of TCP related packages
There are some packages from the past which are either defined for TCP or could be theoretically reused for TCP, see Figure 7.


[bookmark: _Toc346622455]Figure 7 – Overview of TCP related packages
The specific relation to this Recommendation is described below.
[bookmark: _Toc346622482]7.21	ITU-T Q.1950
This Recommendation introduces 11 H.248 packages for usage in so-called Bearer-Independent Call Control type of network architectures. Four out of the eleven could be principally applied (with extensions) for TCP networks:
{Editor’s note (2013-01): whether the bnct and ri package (7.2.3 and 7.2.4) should be listed or not is still under discussion. because there couldn’t yet any strong requirements in that direction for TCP identified.}
[bookmark: _Toc346622483]7.2.1	Package ‘gb’ (generic bearer connection): 
TCP is a connection-oriented protocol which implies a connection state model (see clause  in [IETF RFC 793]) in the bearer connection endpoints. This is a common characteristic with the gb package (Table 4):
[bookmark: _Toc346622438]Table 4 – Q.1950-defined H.248 packages – gb package
	Package name:
	Purpose:

	Generic bearer connection package
	The gb package provides control elements for such statefull bearer technologies, which implies basic stimuli for the bearer path coupled bearer control signalling protocol as well as a basic connection state concept.
The bearer connection endpoint models supports also incoming and outgoing bearer control protocol procedures, which is e.g. required for the modelling of active/passive open (or close) procedures or client/server behaviour.
{Editor’s note (2013-01): unclear is the usage of “cut-through” values?}

	Possible relation to this Recommendation:

	The TCP connection state model could be basically mapped on the underlying gb package state model. The gb package could be used for the majority of TCP connection control procedures.
Open/differences:
· TCP explicitly supports simultaneous bearer connection establishment and release, which would be so called collision scenarios in case of the gb package.
· TCP bearer connection release: unidirectional concept (called half close), whereas the gb package considers bidirectionality only.
· others?



[bookmark: _Toc346622484]7.2.2	Package ‘bcp’ (bearer characteristics): 
The notion of bearer characteristics relates to a particular (or multiple) protocol layer(s) in the bearer plane (see Table 5):
[bookmark: _Toc346622439]Table 5 – Q.1950-defined H.248 packages – bcp package
	Package name:
	Purpose:

	Bearer characteristics package
	The existing bcp package supports an initial set of bearer technologies such as RTP/IP for IP-based networks.
However, bearer type “TCP” is not supported.
{Editor’s note (2013-01): assumption that the unassigned codepoints are reserved for additional bearer types?}

	Possible relation to this Recommendation:

	Usage of the gb package would imply the need for an explicit bearer type indication such as supported by the bcp package.
Open/differences:
· A new version or an extension package with additional codepoints would be required (at least bearer type “TCP”, but possibly also “TLS”, “TLS/TCP”, “DTLS”, “SCTP”, “DCCP”). 
· Instead of the Property-based bearer type indication (via bcp package) at LCD level exists the alternative of the SDP-based bearer type indication (via “m=” line element proto) at LD/RD level.
· Use case TLS-over-TCP: the establishment/release of the TCP connection and the TLS session could be basically controlled via the the gb package. The bearer connection control procedures at TCP and TLS level could be basically temporarily decoupled, which would imply the modification of the bcp/BNCChar property value, a scenario originally out of scope of the bcp package.



[bookmark: _Toc346622485]7.2.3	Package ‘bnct’ (bearer network connection cut through): 
See Table 6:
[bookmark: _Toc346622440]Table 6 – Q.1950-defined H.248 packages – bnct package
	Package name:
	Purpose:

	Bearer network connection cut through package
	The MG can indicate whether the cut through will occur "early" or "late", which are effectively related to bearer control protocol signalling events.
Early relates to the bearer cutting-through on the establishment. Late refers to cutting-through on the confirmation.


	Possible relation to this Recommendation:

	The aspect of “cut-through” control is basically relevant for TCP as well, perhaps even more important due to a) the assured transport characteristic of TCP (e.g., handling of acknowledgments, loss, retransmission) and H.248 MG TCP modes (such as relay, merge or proxy). 
Open/differences:
· The explicit cut-through semantic might be also an implicit capability of TCP modes (TBC). 
· Unclear is the interaction with StreamMode property settings?
· others?



[bookmark: _Toc346622486]7.2.4	Package ‘ri’ (reuse idle): 
TCP is a connection-oriented protocol which implies a connection state model (see Figure 6 in [IETF RFC 793]) in the bearer connection endpoints. This is a common characteristic with the gb package (Table 4):
[bookmark: _Toc346622441]Table 7 – Q.1950-defined H.248 packages – ri package
	Package name:
	Purpose:

	Reuse idle package
	The ri/RII property is used by the MG to indicate to the MGC that an idle bearer is to be reused. 
{Editor’s note (2013-01): the semantics are not really clear:
1. What’s the supposed model of a “bearer”, - end-to-end or MG local scope of a bearer connection endpoint only? I.e., a question related to network level or MG local resource management.
2. Notion of “idle” implies a bearer connection state model, which? What’s the semantic of state “idle”?}

	Possible relation to this Recommendation:

	Reuse of existing TCP connections is a supported concept, such as in SIP networks by [IETF RFC 4145.] See also clause 13.6/[ITU-T H.248.84].
Open/differences:
· Possible models of MG-level TCP resources, e.g.: 
· resource component “TCP local source/destination transport address”;
· resource component “TCP local statefull bearer connection endpoint” which would imply the TCP connection state machine;
· resource component “end-to-end TCP bearer connection”, based on the n-tuple of local and remote transport source/destination addresses and connection state;
· others?
· The semantic of reuse idle bearer would be then dependent on the agreed TCP resource model. It might be even transparent for the MG!



[bookmark: _Toc346622487]7.3	ITU-T H.248.67
[bookmark: _Toc346622488]7.3.1	Package ‘trm’ (GCP transport mode indication): 
See Table 8:
[bookmark: _Toc346622442]Table 8 – H.248.67-defined H.248 package – bnct package
	Package name:
	Purpose:

	GCP transport mode indication package
	Related to the H.248 Control Association, which may use TCP-based transport modes.

	Possible relation to this Recommendation:

	None: [ITU-T H.248.67] and this Recommendation are both diametrically opposed. TCP usage for the H.248 signalling interface is out of scope of this Recommendation.



[bookmark: _Toc346622489]7.42	ITU-T H.248.84
The TCP enabled SEP will be activated through the indication of the TCP-proxy mode as defined in [ITU-T H.248.84]. This Recommendation H.248.TCP only defines properties that are needed on top of [ITU-T H.248.84] for the control of a TCP enabled SEP.
This Recommendation does not define TCP-related statistics and events which are already covered by [ITU-T H.248.84]. Whenever needed those statistics and events of the related packet as defined by [ITU-T H.248.84] must be used.
…
[bookmark: _Toc346622490]7.4.1	Package-independent procedures for NAT-T with TCP bearers: 
See Table 9:
[bookmark: _Toc346622443]Table 9 – H.248.84-defined package-independent procedures for NAT-T with TCP bearers
	Procedures:
	Purpose:

	Clause 13/[ITU-T H.248.84]
	a) Indication of IP transport protocol 'TCP' 
b) Indication of 'TCP mode' for H.248 MG

	Possible relation to this Recommendation:

	To a):
· Normative for SDP-based bearer type indication “TCP”.
To b):
· The TCP merge mode could be used as NAT traversal service. The TCP modes as such could interact with TCP connection control. E.g., the tcpcc package would be not required (and should be not used) for TCP connection establishment when NAT-T is used (because it provides already end-to-end TCP connection establishment (Note: TCP connection release is different).



[bookmark: _Toc346622491]7.4.2	Package ‘tcphp’ (TCP hole punching): 
See Table 10:
[bookmark: _Toc346622444]Table 10 – H.248.84-defined H.248 package – tcphp package
	Package name:
	Purpose:

	TCP hole punching package
	NAT traversal support service for TCP.

	Possible relation to this Recommendation:

	Orthogonal to this Recommendation; the tcphp package could be basically used in conjunction with this Recommendation.



[bookmark: _Toc346622492]7.4.3	Package ‘tcptv’ (TCP traffic volume metrics): 
See Table 11:
[bookmark: _Toc346622445]Table 11 – H.248.84-defined H.248 package – tcptv package
	Package name:
	Purpose:

	TCP traffic volume metrics package
	Support of octet and packet count statistics for TCP bearer protocol.

	Possible relation to this Recommendation:

	Performance monitoring is an orthogonal application; hence, the H.248 statistics could be basically used in conjunction with this Recommendation.



[bookmark: _Toc346622493]7.4.4	Package ‘tcpccm’ (TCP connection control metrics): 
See Table 12:
[bookmark: _Toc346622446]Table 12 – H.248.84-defined H.248 package – tcpccm package
	Package name:
	Purpose:

	TCP connection control metrics package
	Statistics related to the establishment process of TCP bearer connections.

	Possible relation to this Recommendation:

	Basically all three statistics could be used.



[bookmark: _Toc346622494]7.4.5	Package ‘tcpcqm’ (TCP connection quality metrics): 
See Table 13:
[bookmark: _Toc346622447]Table 13 – H.248.84-defined H.248 package – tcpcqm package
	Package name:
	Purpose:

	TCP connection quality metrics package
	Additional statistic related to the establishment process of TCP bearer connections.

	Possible relation to this Recommendation:

	The round-trip time based statistic may be used as well.



[bookmark: _Toc346622495]7.4.6	Inventory of TCP functions and their possible impact on H.248 TCP gateways:
See Table 14:
[bookmark: _Toc346622448]Table 14 – H.248.84– Inventory of TCP functions
	Inventory in:
	Purpose:

	Appendix II/[ITU-T H.248.84]
	TCP Functions versus H.248 TCP Modes of Operation, in ten areas:
1. Basic Capabilities
2. Topology Hiding
3. Protocol Encryption
4. Security
5. Application Data Inactivity Detection
6. Interactions with other policy rules
7. Performance measurements & statistics"
8. Connection keep alive support
9. Add-on's to TCP
10. IP layer operations

	Possible relation to this Recommendation:

	This informative analysis is principally valid as well.



[bookmark: _Toc346622496]7.5	ITU-T H.248.43 and ITU-T H.248.79
Related to filtering of TCP traffic. See overview in clause 9/[ITU-T H.248.79].

8	Generic bearer transport session or connection control package
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]{Editor’s note (2012-09): this option is still under study. The well-known idea in separating technology-independent (“bearer-independent”), common control functionality and technology-dependent capabilities (as e.g. package extensions). 
Comment (2013-01): this placeholder seems to be obsolete due to the agreed redesigned package framework. }

[bookmark: _Toc346622497]9	TCP basic connection control package
{Editor’s note (2013-01): it was agreed to revise the package and align it conceptually with the Q.1950 design. It’s not a 1:1 copy, primarily in two aspects:
· bearer modification: requirements couldn’t be identified for TCP (so far)
· bearer release: using a package-defined codepoint instead of g/cause
It hat to be noted that package & property descriptions are still not updated, contributions are solicited.}
	
	Package Name:
	TCP basic connection control package

	
	Package ID:
	tcpbcc (0x####)

	
	Description:
	This package provides tools for the MGC for controlling TCP endpoints instantiated on a SEP. 
For a MGC strictly controlled approach the MG can notify the MGC about state changes of the TCP connection. State changes of the TCP connection will not be propagated between the SEPs. By the use of signals the MGC can control each SEP independently. The following capabilities are provided:
· The MGC can trigger the setup of a TCP connection, instructing the TCP endpoint acting either as a TCP-client or as a TCP-server;
· The MG can notify the MGC in case the setup of the TCP connection has completed;
· The MG can notify the MGC in case the closure of the TCP connection has completed ;
· The MGC can instruct the MG to release the TCP connection;
In case no explicit TCP connection control is required by the MGC, the TCP connection can be setup and released by the MG in an autonomous manner by propagating TCP connection state changes between the SEPs.
{Editor’s note: package description text is not yet updated. Needs to be done if package partitioning proposal is agreed.}

	
	Version:
	1

	
	Extends:
	None



[bookmark: _Toc346622498]9.1	Properties
9.1.1	TCP connection setup role
	
	Property Name:
	TCP connection setup role

	
	Property ID:
	csr (0x0001)

	
	Description:
	This property defines the MG behaviour for the TCP connection setup.

	
	Type:
	Enumeration

	
	Possible values:
	“notset” (0x0001)	This value indicates that the MGC has not yet provided any information whether the MG shall act as a TCP server or TCP client.
“client” (0x0002)	This value indicates that the MG will initiate the TCP connection setup as a TCP-client.
“server” (0x0003) 	This value indicates that the MG will act as a TCP-server.

	
	Default:
	“notset”

	
	Defined in:
	Local	Comment by Author: should be LocalControl

	
	Characteristics:
	Read/Write


9.1.2	MG Autonomous Bearer Release Indicator
	
	Property Name:
	MG Autonomous Bearer Release Indicator

	
	Property ID:
	abri (0x0002)

	
	Description:
	This property defines if a detected condition leading to the closure of the TCP connection will trigger an MG-autonomous release of the bearer connection of the related SEP as well. 

	
	Type:
	Boolean

	
	Possible values:
	True	On closure of the TCP connection the MG will autonomously release the bearer connection on the other related SEP as well.
False 	The bearer connection of the other SEP is not affected by the closure of the TCP connection.

	
	Default:
	True

	
	Defined in:
	LocalControl
{Editor’s note (2012-09): Its unclear how this property relates to the other Terminations/Streams in the Context. i.e. if a release is triggered as a result of this property are other terminations affected if they don't have this property set? Are events triggerred on these other terminations. Might be also a Context-level property? For further study.}

	
	Characteristics:
	Read/Write


9.1.3	Duplex Closure Indicator
	
	Property Name:
	Duplex Closure Indicator

	
	Property ID:
	dci (0x0003)

	
	Description:
	This property defines the behaviour in the MG in case a TCP-FIN is received for an established TCP connection. It instructs the MG whether or not to send a TCP-FIN.

	
	Type:
	Boolean

	
	Possible values:
	True	Indicate the duplex closure of the connection by sending a TCP-FIN autonomously.
False 	Keep the TCP connection in the half-closed state, i.e. the MG will not generate the TCP-FIN autonomously.

	
	Default:
	False

	
	Defined in:
	LocalControl

	
	Characteristics:
	Read/Write


[bookmark: _Toc346622499]9.1.1	TCP connection setup cut-through behaviour
placeholder
{Editor’s note (2013-01): this property is a placeholder. It was noted that cut-through should be replaced by through-connected or something else …The original Q.1950 semantic is related to “early” or “late” through-connection, and early/late are related to bearer plane signalling events. It wasn’t so far a requirement identified in case of TCP. Further the tcpecc/sepplink Property seems to provide a similar function (but which is in contrast not tight to the same control plane events. Contributions are solicited.}
[bookmark: _Toc346622500]9.2	Events
9.2.1	TCP connection established
	
	Event Name:
	TCP-connection established

	
	Event ID:
	estab (0x0001)

	
	Description:	Comment by Author:  Propose to add, that this is a stream-level only event.
	This event notifies the MGC that the TCP connection setup is finished, i.e. the TCP connection setup handshake has completetd and application data may flow bi-directionally.


9.2.1.1	EventsDescriptor parameters
None
9.2.1.2	ObservedEventsDescriptor parameters
None
9.2.2	TCP connection closed
	
	Event Name:
	TCP connection closed

	
	Event ID:
	closed (0x0002)

	
	Description:	Comment by Author:  Propose to add, that this is a stream-level only event.
	This event allows the MGC to be notified when the TCP connection returns to the “CLOSED” state as defined in [IETF RFC 793].


9.2.2.1	EventsDescriptor parameters
None
9.2.2.2	ObservedEventsDescriptor parameters
None
[bookmark: _Toc346622501]9.2.1	TCP connection state change (“BNC change”)
	
	Event Name:
	TCP connection state change

	
	Event ID:
	BNCChange (0x0001)

	
	Description:
	This event occurs whenever a change to a (TCP) bearer network connection occurs. For example a bearer has been established or a bearer has been released.
This event notifies the MGC that the TCP connection setup is finished, i.e. the TCP connection setup handshake has completed and application data may flow bi-directionally
or when the TCP connection is (bidirectionally) closed again..


9.2.1.1	EventsDescriptor parameters
9.2.1.1.1	Type of state change
	
	Parameter Name: 
	Type of state change

	
	Parameter ID: 
	Type (0x0001)

	
	Description: 
	The type of state transitioning, given by the state after the transition. This is used to request the MG to notify it of a particular bearer event.

	
	Type: 
	Enumeration

	
	Optional: 
	Yes??

	
	Possible values: 
	Est [0x01]		Bearer Established
Mod, [0x02]	Bearer Modified
Cut, [0x03] 	Bearer Cut through
Mfail, [0x04]	Bearer Modification Failure
Rel [0x05]		Bearer Released
NOTE 1 – For release indication see: General Package E.1.2/H.248.1 Cause Event.

	
	Default: 
	???


9.2.1.2	ObservedEventsDescriptor parameters
9.2.1.2.1	Type of state change
	
	Parameter Name: 
	Type of state change

	
	Parameter ID: 
	Type (0x0001)

	
	Description: 
	The type of state transitioning, given by the state after the transition. This is used to request the MG to notify it of a particular bearer event.

	
	Type: 
	Enumeration

	
	Optional: 
	Yes??

	
	Possible values: 
	Est [0x01]		Bearer Established
Mod, [0x02]	Bearer Modified
Cut, [0x03] 	Bearer Cut through
Mfail, [0x04]	Bearer Modification Failure
Rel, [0x05]		Bearer Released
NOTE 1 – For release indication see: General Package E.1.2/H.248.1 Cause Event.

	
	Default: 
	???


{Discussion (related to clause 11) – Package-less semantic (“default MG behaviour”):
Package-less mode NOT possible. Any notification mechanism implies the explicit usage (and definition) of an H.248 event.
Conclusion: event as such should be kept …).}
[bookmark: _Toc346622502]9.3	Signals
9.3.1	Close
	
	Signal Name:
	Close

	
	Signal ID:
	close (0x0001)

	
	Description:	Comment by Author: Propose to add, that this is a stream-level only event.
	This signal is used to close the TCP connection.

	
	Signal Type:
	Brief

	
	Duration:
	Not applicable

	
	Additional Parameters:
	None


[bookmark: _Toc346622503][bookmark: _Toc336871669]9.3.1	Establish (BNC)
	
	Signal Name:
	Establish BNC

	
	Signal ID:
	EstBNC (0x0001)

	
	Description:
	This signal triggers the bearer control function to send bearer establishment (i.e., this signal is used to establish the TCP connection).

	
	Signal Type:
	Brief

	
	Duration:
	Not applicable

	
	Additional Parameters:
	Not applicable


[bookmark: _Toc346622504]9.3.2	Release (BNC)
	
	Signal Name:
	Release BNC

	
	Signal ID:
	RelBNC (0x0002)

	
	Description:
	This signal triggers the bearer control function to send bearer release (i.e., this signal is used to close the TCP connection).

	
	Signal Type:
	Brief

	
	Duration:
	Not applicable

	
	Additional Parameters:
	?? (see gb package)


{Discussion (related to clause 11) – Package-less semantic (“default MG behaviour”) concerning close/release:
Option 1:
The trigger for bearer release would be tight to the H.248 Command request SUB.req for stream or termination. Any support of TCP connection reuse would be excluded.
Other options?
None!?
Conclusion: a packageless semantic could be defined.}
[bookmark: _Toc346622505]9.4	Statistics
None.
9.4.1	Number of Retransmitted TCP-Segments
	
	Statistic Name:
	Number of Retransmitted TCP-Segments

	
	Statistic ID:
	retxseg (0x0001)

	
	Description:
	This statistics logs the number of TCP-fragments which are retransmitted due to the expiration of the acknowledgement timer.

	
	Type:
	Double

	
	Possible values:
	Any non-negative value

	
	Level:
	Either


9.4.2	Number of Retransmitted TCP-Octets
	
	Statistic Name:
	Number of Retransmitted TCP-Octets

	
	Statistic ID:
	retxoct (0x0002)

	
	Description:
	This statistics logs the number of TCP-octets which are retransmitted due to the expiration of the acknowledgement timer.

	
	Type:
	Double

	
	Possible values:
	Any non-negative value

	
	Level:
	Either


{Editor’s note (2012-09 meeting): other TCP related metrics should be used from H.248.84, packages  tcphp, tcptv, tcpccm}
[bookmark: _Toc346622506]9.5	Error Codes
None
[bookmark: _Toc346622507][bookmark: OLE_LINK1][bookmark: OLE_LINK2]9.6	Procedures
{Editor’s note (2013-01): description of procedures needs to be updated …}
[bookmark: _Toc346622508]9.6.1	TCP endpoint creation
The MGC is responsible for creating a TCP connection control enabled SEP in the MG. This will be indicated on the H.248 interface through the use of the “m=” line as well as the “a=setup” attribute for the affected termination. The rules as specified in [ITU-T H.248.84], 13.4 and 13.5 apply.	Comment by Author:  Just “TCP connection enabled SEP”?
{Editor’s note (2012-09 meeting): H.248.84 uses the term « TCP-proxy mode », it might be more appropriate to use the term « TCP connection control mode » instead and to define the « TCP-proxy mode » as an application of the TCP connection control mode.}	Comment by Author:  Or “TCP endpoint mode”
Whether this SEP will act as a TCP client or TCP server is indicated by the property Connection Setup Role (csr). In case the role is not yet determined at the time of the SEP’s creation, the value “notset” will be used, and any received TCP segments for this SEP are silently (?) dropped by the MG.	Comment by Author:  Propose to rephrase: “... and any TCP segement received by this SEP is silently(?) dropped by the MG”.
[bookmark: _Toc346622509]9.6.2	TCP connection establishment
In case the role is not yet determined at the time of the SEP’s creation, the value “notset” will be used for the property Connection Setup Role (csr). Any received TCP segments for this SEP are dropped by the MG in this case.	Comment by Author:  Redundant to preceding last paragraph of 9.6.1.
Once the role of the TCP endpoint is determined by the MGC the property Connection Setup Role (csr) will be set either to “client” or to “server”. The MG will initiate the TCP connection setup according to the indicated role and the TCP connection setup handshake is performed by the MG without any further involvement of the MGC.
The event TCP connection established (estab) will indicate the completion of the three-way-handshake. It corresponds to a state change of the TCP state machine to “ESTABLISHED” as defined in [IETF RFC 793].
[bookmark: _Toc346622510]9.6.3	TCP application data transfer
Once the application data may flow between the termination and the remote TCP-endpoint. The event TCP connection established (estab) does not provide any statement regarding the application data flow between the two SEPs within the same H.248 context.	Comment by Author:  Should period be removed? (First sentence is not complete.)
Thus application data may be received at a point SEP in time where the other stream endpoint of the context is not yet able to process or send the application data. The behaviour of the MG in such a situation is implementation and/or application dependent.
{Editor’s note (2012-09 meeting): Just two options:
· Acknowledge and buffer the received application data
· Drop the application data and rely on the TCP-retransmission until the other stream endpoint is able to accept and process the application data}
The stream mode property of the Local Control Descriptor affects the application data flow rather than the TCP control information used to setup or close the TCP connection.
{Editor’s note (2012-09 meeting): Consensus required on this behaviour.}
TCP provides the application the capability to affect the data application transfer through the PSH- and the URG-flag. The usage of these flags is application specific and therefore must be specified in the application specific procedures.
[bookmark: _Toc346622511]9.6.4	TCP connection release
The TCP connection release might require different behaviours in the MG, depending on any combinations of
· the application
E.g. TLS to non-TLS interworking; a TCP-release on termination Ta might result in a TLS-release procedure on termination Tb.
· the used transport protocol on the other SEP
E.g. TCP to UDP interworking; no connection release for UDP
· the involvement of the MGC
E.g. the MGC might be involved actively in the release sequence (MGC controlled behaviour)
· …
{Editor’s note (2012-09 meeting): other use cases to be added}
The required behaviour is controlled through the properties MG Autonomous Bearer Release Indicator (abri) and Duplex Closure Indicator (dci).
If the property MG Autonomous Bearer Release Indicator (abri) is set to True, a TCP closure condition that has been indicated by the remote TCP-endpoint or that has been detected locally in by the SEP will be passed to the other SEP of the context stream to release the bearer connection there as well.
If the property MG Autonomous Bearer Release Indicator (abri) is set to False, a detected release condition will not affect the bearer connection on the other SEP. In this case the bearer connection of the other SEP might be released explicitly by the MGC, by the corresponding remote bearer connection endpoint or by other means.
The property Duplex Closure Indicator (dci) controls whether a received half-closure indication from the remote TCP endpoint shall lead to the closure of the complete TCP connection or not. If set to True, a TCP-FIN received for an established TCP connection will lead to the generation of a TCP-FIN by the MG without any involvement of the other SEP. 
In case the closure of the TCP connection results in the generation of a TCP-FIN, the MG is required to send the TCP-FIN only after all previous TCP segments for that termination have been sent and have been acknowledged by the remote TCP endpoint.
The closure of a TCP connection is completed if according to the procedures as defined in [IETF RFC 793] if the state “CLOSED” is reached. The event TCP connection closed (closed) may inform the MGC about this state change. 
9.6.4.1	TCP-FIN received from remote TCP endpoint
A received TCP-FIN is acknowledged autonomously by the MG. The MGC can be notified by of this event by the use of the TCP hole punching package as defined in [ITU-T H.248.84], see event tcphp/rrel.
In case Duplex Closure Indicator (dci) is set to True, the MG will add a TCP-FIN for transmission to its send buffer. After the TCP-FIN is sent and acknowledged by the remote TCP-endpoint, the TCP connection is closed and the MGC is notified by of the event closed if requested.
In case Duplex Closure Indicator (dci) is set to False, the connection will stay in the half-closed state, i.e. application data received from the other SEP will still be transmitted. In this case the connection must be closed by other means, e.g. by an explicit close signal from the MGC or by a received bearer connection release indicator from the other SEP.
In case the property MG Autonomous Bearer Release Indicator (abri) is set to True, the received TCP-FIN indication will be passed to the other SEP to trigger the release of the bearer connection there as well. If MG Autonomous Bearer Release Indicator (abri) is set to False, the other SEP will not be affected by the TCP-FIN. In this case the other SEP must be released by other means, e.g. by a signal from the MGC or by a release indication received externally.	Comment by Author:  “SEP must be released” might be misleading. Understand that aim is not to actually subtract the SEP but to release the TCP connection whose endpoint is associated to the “other” SEP. Thus, maybe better: “In this case the other SEP’s associated TCP connection must be released by other means, ...”.
This however implies, that the “other” SEP is associated to a TCP connection. This may not always be the case – thinking e.g. of potential WebRTC’s data channel SCTP/DTLS/UDP to TCP interworking case (as shown in Figure I.1). So perhaps even better: “In this case the other SEP’s associated transport (or bearer?) connection may possibly have to be released by other means, ...”.
9.6.4.2	Close signal received from MGC
The MGC may send the TCP connection closed (closed) signal to trigger the closure of the TCP connection. If this signal is received while the connection is open in the send direction (i.e. either the connection is “established” or it was “established” and the remote TCP endpoint indicated a half-closure by having sent a TCP-FIN), then the MG will send a TCP-FIN. The signal close will not affect the other SEP of the same contextstream. If desired it is up to the MGC to release this SEP accordingly.	Comment by Author:  Similar comment as above.
9.6.4.3	Close indication received from SEP
In case a bearer release indication is received from the other SEP (e.g. it is a TCP endpoint, configured with abri=True and a TCP-FIN has been received) while the TCP connection is open in the send direction, then the MG will send a TCP-FIN. 
[bookmark: _Toc346622512]9.6.5	Path MTU Discovery
{Editor’s note (2012-09 meeting): Further study required.}
[bookmark: _Toc346622513]9.6.6	Interaction of TCP-retransmissions with traffic control functions
{Editor’s note (2012-09 meeting): Further study is required.}

[bookmark: _Toc346622514]10	TCP extended connection control package
	
	Package Name:
	TCP extended connection control package

	
	Package ID:
	tcpecc (0x####)

	
	Description:
	{Editor’s note (2013-01): package description needs to be inserted as soon as package partitioning proposal is agreed.}

	
	Version:
	1

	
	Extends:
	tcpbcc



[bookmark: _Toc346622515]10.1	Properties
[bookmark: _Toc346622516]10.1.1	Stream Endpoint Pair Interlinkage
	
	Property Name:
	Stream Endpoint Pair Interlinkage

	
	Property ID:
	sepplink (0x0001)

	
	Description:
	The semantical scope of this property relates to a Stream Endpoint Pair (SEPP).
This property defines if a detected condition leading to the establishment or closure of the TCP connection will trigger an MG-autonomous establishment or release of the bearer connection of the related SEP as well. 
Only TCP protocol control information (e.g., typically TCP header flag type of information or sequence/acknowledgement numbers) is part of such conditions. Normal TCP data traffic is not affected by this property.

	
	Type:
	Boolean

	
	Possible values:
	True	On closure of the TCP connection the MG will autonomously release the bearer connection on the other related SEP as well.	Comment by Author: still to be updated
False 	The bearer connection of the other SEP is not affected by the closure of the TCP connection.

	
	Default:
	True

	
	Defined in:
	LocalControl
{Editor’s note (2012-09): Its unclear how this property relates to the other Terminations/Streams in the Context. i.e. if a release is triggered as a result of this property are other terminations affected if they don't have this property set? Are events triggerred on these other terminations. Might be also a Context-level property? For further study.}

	
	Characteristics:
	Read/Write


{Discussion – Package-less semantic (“default MG behaviour”):
Option 1:
“False” semantic”, because the two SEPs within a SEPP are normally decoupled in H.248. Usually an explicit H.248 signalling request (such as a SUB.req for a SEP or termination) would trigger outgoing bearer control procedures at the MG bearer interface.
Option 2:
“True” semantic”, but justification?
Conclusion: a package-less semantic could be defined, any interaction with H.248.84 needs not to be considered because “H.248.84 NAT-T” is only for TCP connection establishment.
}
[bookmark: _Toc346622517]10.1.2	Oneway Release Indicator
	
	Property Name:
	Oneway Release Indicator

	
	Property ID:
	ori (0x0002)

	
	Description:
	This property defines the behaviour in the MG in case a TCP-FIN is received for an established TCP connection. It instructs the MG whether or not to send a TCP-FIN.

	
	Type:
	Boolean

	
	Possible values:
	True	Indicate the duplex closure of the connection by sending a TCP-FIN autonomously.	Comment by Author: not yet updateds
False 	Keep the TCP connection in the half-closed state, i.e. the MG will not generate the TCP-FIN autonomously.

	
	Default:
	False

	
	Defined in:
	LocalControl

	
	Characteristics:
	Read/Write


{Discussion – Package-less semantic (“default MG behaviour”):
Option 1:
“True” semantic”, with the justification that the H.248 media stream concept is fundamentally bidirectional. Such a semantic would lead to a single solution for …
Option 2:
“False” semantic” in order to support this protocol specific characteristic of TCP.
Conclusion: a package-less semantic could be defined, but …. The semantic may be delegated to a profile specification (e.g., when all communication services across TCP would be of type bidirectional).
}
[bookmark: _Toc346622518]10.2	Events
None.
[bookmark: _Toc346622519]10.3	Signals
None.
[bookmark: _Toc346622520]10.3	Statistics
None.
[bookmark: _Toc346622521]10.5	Error codes
None.
[bookmark: _Toc346622522]10.6	Procedures
FIXTHIS.
[bookmark: _Toc346622523]11	TCP retransmission metrics package
	
	Package Name:
	TCP retransmission metrics package

	
	Package ID:
	tcprm (0x####)

	
	Description:
	{Editor’s note (2013-01): package description needs to be inserted as soon as package partitioning proposal is agreed.}

	
	Version:
	1

	
	Extends:
	None.


[bookmark: _Toc346622524]11.1	Properties
None.
[bookmark: _Toc346622525]11.2	Events
None.
[bookmark: _Toc346622526]11.3	Signals
None.
[bookmark: _Toc346622527]11.4	Statistics
[bookmark: _Toc346622528]11.4.1	Number of Retransmitted TCP-Segments
	
	Statistic Name:
	Number of Retransmitted TCP-Segments

	
	Statistic ID:
	retxseg (0x0001)

	
	Description:
	This statistics logs the number of TCP-fragments which are retransmitted due to the expiration of the acknowledgement timer.

	
	Type:
	Double

	
	Possible values:
	Any non-negative value

	
	Level:
	Either


[bookmark: _Toc346622529]11.4.2	Number of Retransmitted TCP-Octets
	
	Statistic Name:
	Number of Retransmitted TCP-Octets

	
	Statistic ID:
	retxoct (0x0002)

	
	Description:
	This statistics logs the number of TCP-octets which are retransmitted due to the expiration of the acknowledgement timer.

	
	Type:
	Double

	
	Possible values:
	Any non-negative value

	
	Level:
	Either



[bookmark: _Toc346622530]11.5	Error codes
None.
[bookmark: _Toc346622531]11.6	Procedures
FIXTHIS.

[bookmark: _Toc346622532]12	Package-less TCP control
{Editor’s note (2013-01 meeting): dedicated chapter on SDP based control required, addressing }
Purpose of this clause is to describe the SDP-based semantics for TCP control, which needs the consideration of
· SDP usage in H.248.69, H.248.84
· how the package-based elements/procedures would be realized via SDP?
· which functionality would be out of scope of SDP control?
· assumption of mixed Property- & SDP-based control
First comments (from C-11):
To requirement of “Bearer type indication”:
· still open (explicit via dedicated property or SDP? or implicit via using one or multiple of the TCP packages)
To requirement of “Originating/Terminating Bearer control protocol procedures”:
Discussion – Package-less semantic (“default MG behaviour”):
Option 1:
SDP-based indication of “TCP” (according clause 13.4/H.248.84) to a stream or termination, - either in LD or RD or both -, represents 
a) an implicit TCP client role assignment and
b) a request for immediate start of TCP connection establishment procedure.
Any possible race condition of an incoming TCP connection establishment request (from remote TCP entity) at the MG bearer interface will be resolved as TCP simultaneous open procedure.
Option 2:
SDP-based indication of “TCP” (according clause 13.4/H.248.84) to a stream or termination, but consideration of LD and RD scope with following logic:
Condition 1: IF LD only THEN “TCP server” role of stream endpoint/termination; Wait on incoming TCP connection establishment request (from remote TCP entity);
Condition 2: IF RD only THEN “TCP client” role of stream endpoint/termination; proceed as in option 1;
Condition 3: IF LD AND RD THEN EITHER “Hold connection establishment” OR “error case” OR “…”.
To requirement of “Originating/Terminating Bearer control protocol procedures”:
[other package elements]
Contributions are solicited.}



Appendix I

Sample use-cases of TCP connection control

(This appendix does not form an integral part of this Recommendation.)

[bookmark: _Toc346622533]I.1	Use case #1: WebRTC to NGN/IMS interworking function with termination of transport security by MG
{Editor’s note (2012-09 meeting): this example would be related by H.248.WEBRTC (see AVDs 4274/4275). …}
This use case shows an MG which provides a transport layer interworking function between a WebRTC-based data application and a UE located in a NGN or IMS network.
Background:
Web-based Real-Time Communication Services (WebRTC) include non-media (data) applications, which are using a datagram connection for data transport (see [b-IETF rtcweb-data]). The selected protocol solution results in a hierarchical protocol layering (data-over-SCTP-over-DTLS-over-ICE/UDP), driven by NAT traversal complexity, multiplexing and security related aspects.
The considered data applications (by WebRTC) would use legacy TCP transport in non-WebRTC IP network environments. [ITU-T H.248.WebRTC] considers several variants of H.248 WebRTC gateways which are positioned for WebRTC interworking scenarios.
The setup of termination T2 is controlled by the TCP connection control package while the setup of termination T1 is out of scope of this Recommendation.


[bookmark: _Toc346622456]Figure I.1 – Use-case #1: WebRTC to IMS interworking function
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Appendix II

Example call flows
(This appendix does not form an integral part of this Recommendation.)

[bookmark: _Toc346622534]II.1	Assignment of TCP mode of operation
[bookmark: _Toc346622535]II.1.1	Mode type: application agnostic TCP-proxy
The MGC needs to assign the TCP mode of operation to an H.248 context. This is fundamentally based on SDP information elements according [ITU-T H.248.84], clause 13.5. An example is provided by clause II.1.1.1.
The MGC could use also additional explicit H.248 signalling elements for mode control as defined by this Recommendation, see example in clause II.1.1.2.
{Editor’s note (2013-01): this clause is not yet updated.}
II.1.1.1	Mode assignment and MGC-strictly autonomous control of MG autonomous TCP connection establishmentcontrol
The call flow is based on the network configuration as shown in Figure II.1:



[bookmark: _Toc346622457]Figure II.1 – Configuration “application agnostic TCP-proxy”
The use case shows an MG with two SEPs (labelled as T1(S1) and T2(S1)) configured in an application agnostic TCP-proxy mode. The configuration and the call flow are characterized as follows:
· MGC strictly autonomous control of the TCP bearer endpoints on both terminations
· Termination T1: TCP-server
· Termination T2: TCP-client
· TCP-connection for both terminations are setup in parallel
· TCP-connection released by remote TCP-endpoint of termination T1; application data may still flow from UE-2 to UE-1.
Figure II.2 illustrates a traffic flow example concerning the establishment of an end-to-end TCP connection between UE-1 and UE-2, which relates to two TCP connection segments from H.248 MG perspective (due to TCP proxy mode).
The example traffic flow indicates parts of application control signalling (here SIP/SDP with scope on SDP Offer/Answer information), gateway control signalling (H.248) and bearer plane traffic (here TCP packets for connection establishment).
{Editor’s note (2013-01): it’s termed as “MGC strictly controlled” due to the fact that only the TCP basic connection control package is used. The property sepplink of the TCP extension connection control package would tightly coupled both TCP connection control procedures.
Again, property sepplink affects only TCP protocol control information (PCI), but not any TCP data information.}
Figure II.3 illustrates the traffic flow example for the release of the TCP connection without any involvement of the MGC. The release procedure on the signalling path is not shown.



[bookmark: _Toc346622458]Figure II.2 – Traffic flow example for an MGC autonomous connectionstrictly controlled bearer conneciton setup 
using the TCP-proxy mode



[bookmark: _Toc346622459]Figure II.3 – Traffic flow example for an MG autonomous release of the TCP connection using the TCP-proxy mode
{Editor’s note (2013-01): remaining part of Appendix II isn’t yet updated.}.

II.1.1.2	Mode assignment via explicit TCP connection control means
This use case applies to the same configuration than the previous use case as depicted in Figure II.2. The configuration and the call flow are characterized as follows:
· MGC controls the TCP endpoints on both terminations
· Termination T1: TCP-server
· Termination T2: TCP-client
· TCP-connection for both terminations are setup in parallel
· TCP-connection released by remote TCP-endpoint of termination T1; application data may still flow from UE-2 to UE-1
Figure II.4 and Figure II.5 illustrate a traffic flow example where the MGC explicitly controls the setup and the release of the TCP endpoints at both terminations T1 and T2. The release procedure on the signalling path is not shown.



[bookmark: _Toc346622460]Figure II.4 – Traffic flow example for an MGC controlled connection setup using the TCP-proxy mode
Figure II.3 provides an example for release of the TCP connection.


[bookmark: _Toc346622461]Figure II.5 – Traffic flow example for an MGC controlled connection release 
using the TCP-proxy mode
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