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1. Introduction
This paper analyses the limitation of existing mechanisms in Diameter for Overload Control.
2. Reason for Change
Provide a view on the limitation of existing mechanisms in Diameter for Overload Control.
3. Conclusions

None
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

5.2.2
Limitations of Existing Mechanisms in Diameter

[Brief overview of the current mechanisms used in Diameter as per RFC6733 (e.g. use of error code “DIAMETER_TOO_BUSY”) and their limitations]

In the Diameter base protocol RFC6733, a protocol error as DIAMETER_TOO_BUSY is defined to indicate a specific server being requested might be busy and unable to provide the requested service. When receiving such an error code, the downstream Diameter node should attempt to send the message to an alternate peer. Shedding of messages or redirection of messages if there are other servers available to take over the load may be implemented in the downstream Diameter node in this case. While there is no detailed information of the severity of the overload state of the server. Furthermore, it can be imagined that in the case the server is already overloaded, it has to respond to each request with this error code, which may make things even worse.
In RFC6733, another protocol error as DIAMETER_UNABLE_TO_DELIVER is defined to be used in the case when a Diameter node cannot deliver the message to the destination, because no host within the realm supporting the required application was available to process the Request. Besides the case the host is overloaded and cannot respond the request, which may fall into this error scope, there are other cases which might also result in this error, e.g. the host is down, or transport failure is detected towards the host, or there is no host within the realm deployed to support the required application at all, or something else is wrong. So this error code is not proposed to be taken as an indicator for overload.
Another way to detect the server is overloaded may be that time out for session control happened for many times in the downstream Diameter node in the case no responses to requests are received from the server while the transport connection works well, then the downstream Diameter node may derive that the server is overloaded. By this way, the downstream Diameter node may know the severity of the overload state of the server according to the amount of the request messages failed to receive response, but it is neither reliable nor accurate and may take long time for the downstream Diameter node to realize overload happens at the server. After detecting the overload of the server, the downstream Diameter node may start to redirect messages to other servers if available or shed messages in order to mitigate the overload situation at the server. 
Besides the limitation indicated above for each, a common limitation with all the existing mechanisms is that the downstream Diameter node can only react after overload happens, i.e. after overload is detected. A mechanism for overload protection is worth investigated.
* * * End of Changes * * * *

