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1. Introduction
This paper analyses the possible behavior of the Diameter nodes in 3GPP for overload mitigation.
2. Reason for Change
Provide a view of the behavior of the Diameter nodes in 3GPP for overload mitigation.
3. Conclusions

None
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

6.4
Diameter Node Behavior for Overload Mitigation

6.4.1
Introduction

 
This section describes the behaviour of the Diameter clients (e.g. MME, PCEF, etc.), Diameter agents (e.g. DRA, DEA, etc.) and Diameter servers (e.g. HSS, PCRF, OCF/CDF) in overload situations with use of explicit or implicit overload indication for overload mitigation.
6.4.2
Load-balancing
In the case there are more than one server which can serve for the same users and same Diameter application, a logical Diameter Agent may be deployed before the servers for topology hiding and load balancing. The Diameter Agent can hide the overload situation of a specific server to other Diameter nodes, including clients, if the requests can be handled by other servers. In this way, to other Diameter nodes, the Diameter Agent aggregates the load and/or overload severity of all the servers. The Diameter Agent can allocate load to different servers based on an algorithm or configuration, to avoid the case most or all traffic reaching to one specific server, resulting in overload of the server, while other servers are kept idle. With this, the load on the servers can be kept almost the same, i.e. if one of them is near to overload, maybe all of them are in the same situation. The assumption is that the Diameter Agent can get the load status of each server by some means, e.g. by explicit or implicit indication from the servers.
When applying load balancing, the Diameter Agent needs to take different Diameter session management in 3GPP networks into account. For a request which has to be handled by a specific server, e.g. a PCC related request for which a PCRF has been selected for the UE involved in a previous procedure and some related Diameter sessions have been established on the PCRF for the UE, the Diameter Routing Agent needs to route the request to the specific server, load balancing cannot be applied. In case overload of the specific server happens, the subsequent request to the specific server cannot be re-routed to other servers.
6.4.3
Message Retransmission
In the case a Diameter Agent for load balancing and overload control is deployed, if one of the server behind the Diameter Agent cannot handle a request due to overload, the Diameter Agent can re-route the current request to an available server. If all the servers cannot handle a request, an error or a response with overload indication has to be returned to the client. The client can retransmit the request later when the overload situation of the servers is improved.
6.4.4
Message Throttling 
Message throttling is taken as an important action for overload mitigation.
In the case a Diameter Agent for load balancing and overload control is deployed, if all the servers are to be overloaded or already overloaded, by explicit or implicit load and/or overload indication from the servers, and if the clients do not support overload control, the Diameter Agent starts to throttle messages based on an algorithm or configuration, e.g. identifying and dropping the low priority messages for the Diameter applications, or just dropping all messages. If the clients support overload control, the Diameter Agent sends overload information to the clients to request traffic reduction. The clients start to drop or delay some requests to the server based on an algorithm or configuration. After this, for a period of time, if the overload situation of the servers is not improved, the Diameter Agent starts to throttle messages destined to the servers.
In the case there is no intermediate Diameter Agent for overload control deployed before the servers, the clients need to support overload control. If any of the servers is to be overloaded or already overloaded, the server sends overload information to the clients to request traffic reduction. The clients start to drop or delay some requests to the server based on an algorithm or configuration.
The scenario that neither the Diameter Agent is deployed for overload control nor the clients support overload control is out of the scope of the study.
6.4.5
Message Prioritization

A first priority case is when a different priority is allocated to the different procedures of a Diameter application. In MAP (cf. 3GPP TS 29.002 [5] subclause 5.1.2), MAP messages can be ignored according to a priority list of application contexts which is defined by the operator.

There are other priority cases to analyze: for example a Diameter message related to an emergency or to a high priority user should not be dropped or rejected.

On the contrary, if messages are related to low priority cases, it is necessary to drop or reject such low priority messages before the messages with a normal priority.

There is a strong requirement that the traffic reduction, whichever is the node applying it, should take into account of the priority cases for emergency and high priority users.

It needs to be known if the overload information indicates:

-
the kind of requests that the server prioritizes (e.g. from now on, send me only requests for emergency and EMPS users or Update location);
-
an overload metric, leaving the source client to decide which kind of messages to actually send to the overloaded node.

Indicating the kind of requests that the server would accept to receive in its current overload  status may require the transport of some complex information (e.g. in this overload status an HSS would accept no Purge, any message for eMPS user, only 50% of notifications for normal users, no message at all for normal users,…). An overload metric may allow the support of a simpler protocol.

Editor’s note:
3GPP needs to confirm which kind of overload metric 3GPP is in favor of.

It should then be noted that priority cases handling is not part of the mechanism for transferring the overload information, but is a behavior applied by a node according to the overload conditions it has received. This requires the node to be aware if a message has a high priority or not and this is currently dependent on the Diameter application (e.g. through an AVP indicating a priority, such as the Priority-Session AVP over Cx) or through some internal configuration of a node (e.g. the MME knowing that a user benefits from eMPS). It is more easily handled by a client than by an intermediate Diameter node unless its behavior depends on the application AVPs.

* * * End of Changes * * * *

