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1. Introduction

<Introduction part (optional)>

2. Reason for Change

Overload Control may have application specific impacts, but there may not be the need to standardize specific application behaviour.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 version 0.1.0.

*******
* * * First Change * * * *

6.2.2.1
Overload and Applications

A key topic is on how to address the traffic overload associated to a given Diameter application (e.g. Diameter S6a/S6d application) versus traffic for other applications.

Distinction should be made between:

-
the overload information that may indicate that it is the amount of traffic of a given application that causes the  overload;

-
the way (algorithm) a node will handle the traffic reduction for a given application.

-
It may be application agnostic, e.g. a percentage of reduction applies to the total number of the Diameter messages for this application, and messages to be droped are selected on a random basis; the same way to process the traffic applies to other  applications with an overloaded traffic;

-
or it may be application aware e.g. a percentage of reduction applies to the total number of the Diameter messages for this application, and messages to be droped are selected according to an application specific priority order(this is further discussed in subclause 6.4.5); or on the way the reduction is obtained e.g. a MME may act differently towards its UEs for an overload over S6a than for an overload over SGd for SMS.

For a client, although an agnostic application behaviour may be applied, it may be more relevant to have traffic reduction handling dependent on the Application, e.g. 
-
in order to minimize the impacts on the delivered service and so improve the user experience or

-
in order to achieve a sustainable traffic reduction possibly at the expense of bad user experience for a limited number of users.

There may not be the need to standardize an application specific order of priority; this may be left to implementations.
For an intermediate node (Diameter Agent); it may be more complex to introduce application dependent behaviours.

When a server is overloaded, its Diameter identity may be given back to the clients and to the Diameter agents in the path, so that traffic may be reduced for this server and not for others.

In 3GPP, in practice, there is only one Diameter interface between two functional entities, meaning the source entity can derive the application identity from the server Diameter identity received in overload information. This questions if the client needs to receive the application identity or if the server identity is sufficient. This question also exists for intermediate nodes.
* * * Next Change * * * *

6.4.5
Message Prioritization

A first priority case is when a different priority is allocated to the different procedures of a Diameter application. In MAP (cf. 3GPP TS 29.002 [5] subclause 5.1.2), MAP messages can be ignored according to a priority list of application contexts which is defined by the operator.

There are other priority cases to analyze: for example a Diameter message related to an emergency or to a high priority user should not be dropped or rejected.

On the contrary, if messages are related to low priority cases, it is necessary to drop or reject such low priority messages before the messages with a normal priority.

There is a strong requirement that the traffic reduction, whichever is the node applying it, should take into account of the priority cases for emergency and high priority users.
Message Prioritization should also take into account its effect on sustainable load reduction; e.g. not sending S6a CLA or PUR messages may not realy result in a sustainable load reduction in the HSS since CLR must then be repeated or non receipt of PUR may result in unnecessary follow up traffic (ISR, CLR) that would not be sent when PUR was successfully performed.
It needs to be known if the overload information indicates:

-
the kind of requests that the server prioritizes (e.g. from now on, send me only requests for emergency and EMPS users or Update location);
-
an overload metric, leaving the source client to decide which kind of messages to actually send to the overloaded node.

Indicating the kind of requests that the server would accept to receive in its current overload  status may require the transport of some complex information (e.g. in this overload status an HSS would accept no Purge, any message for eMPS user, only 50% of notifications for normal users, no message at all for normal users,…). An overload metric may allow the support of a simpler protocol.

Editor’s note:
3GPP needs to confirm which kind of overload metric 3GPP is in favor of.

It should then be noted that priority cases handling is not part of the mechanism for transferring the overload information, but is a behavior applied by a node according to the overload conditions it has received. This requires the node to be aware if a message has a high priority or not and this is currently dependent on the Diameter application (e.g. through an AVP indicating a priority, such as the Priority-Session AVP over Cx) or through some internal configuration of a node (e.g. the MME knowing that a user benefits from eMPS). It is more easily handled by a client than by an intermediate Diameter node unless its behavior depends on the application AVPs.

Message Prioritization (per Diameter application) may not need to be standardized and can be left to implementations.
* * * End of Changes * * * *
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