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1. Introduction
This P-CR addresses overload mitigation aspects related to throttling.
2. Reason for Change
The TR skeleton contains overload mitigation a subclause related to throttling which has not yet been addressed.

 3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

6.4.4
Message Throttling
6.4.4.1
General
Message throttling consists of adapting the rate of messages sent to an overloaded server by relying on the obtained overload information.
Several considerations should be taken into account when doing message throttling:

-
On which type of messages the throttling is to be applied with possible priorities:

-
 the various request commands used in a Diameter application have not all the same importance, so a priority can be introduced when throttling. MAP allows operators to define priorities among MAP procedures;

- 
some Diameter messages may be related to emergency situations or to high priority users and should not be throttled;

-
above behaviours are Diameter application dependent but it remains compatible with the objective to have a mechanism for transferring overload information (AVPs) which can be applied to any Diameter application.

·  Where the throttling is to be applied:

  -
applying throttling as close to the source as possible can avoid spreading the problem inside the network and using resources of intermediate nodes in the network for signalling that would anyhow be discarded by the overloaded server node;
- 
 Intermediate nodes may have a broader view of the network, or more specific information about servers, than do clients.  In these cases, intermediaries may be the most effective place to apply overload control actions, including throttling e.g. by dropping, rejecting, delaying messages.
- 
when taking into account other behaviour regarding which messages to throttle, the Diameter client may be well placed  to take appropriate actions, as it may have the knowledge specific to the application that intermediaries may not have.  In these cases, the client may most effectively decide which messages to throttle and also to react towards sources of the request traffic e.g. by dropping, rejecting, delaying messages;
-
the client throttling will remain compatible with intermediate DAs which do throttling according to operator policies, taking into account that the traffic delivered to the server should be close to the optimal maximum;
- 
when clients do not support the overload control feature, throttling may be applied by an intermediate node supporting the overload control feature.

* * * End of Changes * * * *

