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1. Introduction
This paper analyses the limitation of existing mechanisms in Diameter for Overload Control.
2. Reason for Change
Provide a view on the limitation of existing mechanisms in Diameter for Overload Control.
3. Conclusions

None
4. Proposal

It is proposed to agree the following changes to 3GPP TR 29.809 v0.1.0.
* * * First Change * * * *

5.2
Diameter Overload

5.2.1
Diameter Overload Problem


Diameter (IETF RFC 6733 [2]) is protocol that enables the exchange of messages between Diameter nodes over TCP and SCTP connections. Communicating Diameter nodes can share a direct connection or be connected through other Diameter peers (Diameter agents). In normal conditions, any request sent by a Diameter client will be processed by a Diameter server in a given realm and the Diameter server will send back to the Diameter client a message indicating the result of the request (success/failure).
As described in the IETF Draft draft-ietf-dime-overload-reqs-05 [4], overload situations in a Diameter signaling network occur when the number of incoming requests exceeds the maximum request throughput supported by the receiving Diameter node. Reasons for these temporary overload cases are many and various in an operational network, including: insufficient internal resource capacity of a Diameter node faced with a sudden burst of requests e.g. after network failure/restart procedures affecting a large number of users, deficiency of a Diameter node component leading to a drastic reduction of the overall performances of the Diameter node, etc.
As a consequence of the overload situation, the answering Diameter node cannot successfully process the exceeding proportion of requests. These requests can be either simply dropped or extremely delayed in the processing. At best, the Diameter node may have enough internal resources to send back to the request initiator a message indicating that the requests cannot be successfully processed. Whatever the behavior of the overloaded Diameter nodes, the rate of successfully processed requests and consequently the overall performances of the network decrease. 
5.2.2
Limitations of Existing Mechanisms in Diameter


The base Diameter protocol (IETF RFC 6733 [2]) provides two native mechanisms to explicitly indicate that a server is overloaded.
The first mechanism is to use of the Protocol Error "DIAMETER_TOO_BUSY" in the answer related to the request. This error is used by the Diameter node to indicate a specific server being requested might be busy and unable to provide the requested service. When receiving such an error code, the downstream Diameter node should attempt to send the message to an alternate peer. Shedding of messages or redirection of messages if there are other servers available to take over the load may be implemented in the downstream Diameter node in this case. While there is no detailed information of the severity of the overload state of the server. Furthermore, it can be imagined that in the case the server is already overloaded, it has to respond to each request with this error code, which may make things even worse.
Another mechanism is to use of the Protocol Error "DIAMETER_UNABLE_TO_DELIVER" in the answer related to the request. This error is used by the Diameter node in the case when a Diameter node cannot deliver the message to the destination, because no host within the realm supporting the required application was available to process the Request. Besides the case the host is overloaded and cannot respond the request, which may fall into this error scope, there are other cases which might also result in this error, e.g. the host is down, or transport failure is detected towards the host, or there is no host within the realm deployed to support the required application at all, or something else is wrong. So this error code is not reliable to be taken as an indicator for overload.
Another way to detect the server is overloaded may be that time out for session control happened for many times in the downstream Diameter node in the case no responses to requests are received from the server while the transport connection works well, then the downstream Diameter node may assume that the server is overloaded. It is neither reliable nor accurate and may take long time for the downstream Diameter node to realize overload might happen at the server. 
Besides the limitation indicated above for each, a common limitation with all the existing mechanisms is that the downstream Diameter node can only react after overload happens, i.e. after overload is detected. A mechanism for overload protection is worth investigated.
As a conclusion, the base Diameter protocol (IETF RFC 6733 [2]) provides very limited mechanisms to detect and overcome overload situations. These mechanisms are based on specific error handling or transport connection management at the server side. The default behaviour of the client relies only on the availability of alternate peers to offload the requests when the primary server is offloaded. However, these mechanisms are too loosely standardized to predict a generic behaviour of all the Diameter nodes present in the same network in case of overload. For a more sophisticated overload control mechanism, the specification effort is required at the application level. This effort could further detail the use of existing mechanisms for a given Diameter application, by clarifying the expected behaviour of clients and servers in case of overload. Moreover, being at the application level would allow defining new mechanisms to enhance the existing Diameter overload control mechanism.
* * * End of Changes * * * *

